
1 
 

 

Negative Interest Rates, Bank Profitability and Risk-taking 

 

 

 

 

Whelsy Boungou* 

 

  

 

February 2019 

 

Abstract 

Using a panel dataset of 2442 banks operating in the 28 EU countries over the period from 

2011 to 2017, this paper aims to assess the impact of negative interest rates on banks’ 

profitability and risk-taking. Using dynamic panel models, we find that the effect of negative 

interest rates on banks' margins is stronger compared to an environment of positive rates. 

We notice that negative rates have squeezed banks' net interest margins. We also find that 

banks have offset the effects on margins by increasing non-interest income and lowering 

operating costs. Furthermore, negative interest rates contributed to a reduction in banks' 

risk-taking. Finally, we note that the effects of negative rates on profitability and risk-taking 

differ among banks, depending on their specific balance sheet characteristics. 
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« By and large, our negative interest rate policy has been a success. […] 

 We haven’t seen bank profitability go down. »1 (Mario Draghi) 

 

1. Introduction 

Since the 2008-2009 Global Financial Crisis (GFC), many central banks have implemented a 

range of unconventional monetary instruments (including large scale asset purchases and 

forward guidance) to address low inflation and economic growth. Since 2012, seven central 

banks in Europe and the Bank of Japan2 gradually introduced the negative interest rates 

policy (NIRP). According to Cœuré (2016), the implementation of negative rates3 intended to 

increase the supply of credit by taxing banks' excess reserves at the central bank. This should 

lead to a reduction in financing costs for both banks and borrowers and thus to an increase in 

supply and demand for loans and in fine, to improve economic growth4.  

This unprecedented non-standard monetary policy measure has raised at least two concerns 

about its potential effects on banks' profitability and risk-taking. First, the introduction of 

negative rates could hinder the transmission of monetary policy if they compress banks' 

interest margins and thus their profitability. Second, in response to the effects on margins, 

banks could either reduce the share of non-performing loans in their balance sheets or seek 

other more profitable assets than bank credit (“Search-for-yield”)5.  

However, the effects of negative interest rates on banks margins are not immediately 

apparent. Banking intermediation is not a level business, based on the interest rate level, but 

rather a spread business, based on the difference between credit and deposit interest rates. 

Bank lending decisions are driving by this interest rate spread. Thus, the reduction in credit 

interest rates from 5 to 4% (and deposit rates from 4 to 3%) should have no effect on banks’ 

profit. However, there may be a threshold effect when interest rates fall below 0%, given that 

banks are reluctant to apply negative interest rates to savers' deposits. Knowing that cash 

offers a zero return, a negative deposit interest rate would lead savers to withdraw their 

deposits due to the negative nominal return.  

The first bank to apply negative deposit interest rates risks losing customers to other banks. 

By refusing to pass on negative interest rates on customer deposits, banks' profits related to 

maturity transformation will be negatively affected (Hannoun, 2015). As a result, banks can 

compensate for the decline in the lending rate and the implicit compression of margins by: (i) 

increasing fees and commissions (Adrian et al. 2017); (ii) reducing operating expenses and 

cost to income ratio (Scheiber et al. 2016).  

Against this background, the aim of this paper is to study the impact of negative interest 

rates on European banks’ profitability and risk-taking. This paper has four objectives: first, to 

                                                           
1 At the Conference on “Rethinking Macroeconomic Policy IV”, organized on 12 October 2017 by Peterson 
Institute for International Economics (PIIE) in Washington D.C.  
2 Bulgaria, Denmark, Euro Area, Hungary, Sweden, Switzerland and Japan. 
3 Negative interest rate on the deposit facility of the European Central Bank. 
4 See Jobst and Lin, (2017); Angrick and Nemoto, (2017); Madaschid and Nuevo, (2017). 
5 See among others, Rajan (2006); Gambacorta (2009); Hannoun (2015). 
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assess whether the level of interest rates and the zero threshold have an impact on interest 

margins; second, to analyze how bank profit have responded to the effects on interest 

margins; third, to assess whether negative rates have changed banks' incentives to take risks; 

fourth, to estimate whether interest margins influence banks' risk-taking.  

The contribution of this paper is triple. First, while most existing studies on negative rates 

focus only on individual countries6, our study covers the 28 countries of the European 

Union7. Second, we look at the effects of negative rates on banks' profitability and risk-

taking. Third, we estimate the influence of profitability on risk-taking in a negative interest 

rate environment.  

We use a panel dataset of 2442 banks operating in the 28 member countries of the European 

Union over the period 2011-2017. In order to estimate the effect of negative rates on bank 

margins, we use net interest margins as a proxy. The objective is to examine whether there is 

a threshold effect around zero in the link between the policy rate and net interest margins. 

Then, using profit before tax and return on average assets, we analyze how banks have 

reacted to this threshold effect. We also look at the effects of negative rates on banks' risk-

taking. To measure risk-taking, we use three measures: (i) non-performing loans which are 

an indicator of the risk taken by the bank over a period of time (stock); (ii) provisions, the 

bank must establish provisions when it holds doubtful receivables on its balance sheet 

(flows); (iii) z-score which measures the bank's overall solvency. Our analysis also takes into 

account the usual determinants of banks' profitability and risk-taking. For instance, we 

control market concentration that could affect bank behavior. The Herfindahl-Hirschman 

Index, which measures market concentration, reports on the extent to which banks rely on 

their market power to make profits (and/or take risks). 

The main empirical challenge of this paper is that monetary policy may be endogenous to 

bank profitability and risk-taking. Indeed, the previous literature has noted that this 

endogeneity bias can be linked either to the existence of a reverse causality between 

monetary policy and bank profitability (risk-taking), and/or to the bias of omitted variables8. 

To overcome this potential endogeneity bias, we include a lagged dependent variable and 

use dynamic panel estimates (System GMM) which considers persistence effects (profit and 

risk), bank-specific and macroeconomic determinants.  

We find that there is a threshold effect at zero. Indeed, the effects of negative rates are more 

significant on banks' margins than positive rates. We also note that negative rates have 

reduced banks' margins. In response to this reduction in margins, banks increased non-

interest income, justifying the absence of an effect on bank profits (measured by profit before 

tax and return on average assets). Indeed, during the implementation of negative rates, 

banks took fewer individual risks and reduced the proportion of non-performing loans on 

their balance sheets. To explain our findings, we look at the influence of profitability on 

                                                           
6 Austria (Kerbl and Sigmund, 2017), Sweden and Denmark (Madaschi and Nuevo, 2017), Switzerland (Basten 
and Mariathasan, 2018), Italy (Bottero et al. 2018).  
7 Our study is close to that of Claessens et al. (2018), but they only look at the effects of low interest rates on banks' 
interest margins and profitability. 
8 See among others, Athanasoglou et al. (2008); Delis and Kouretas (2011); Maddaloni and Peydró (2011).  
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banks' risk-taking in a context of negative rates. We find that during the implementation of 

negative rates, banks did not take more risks despite a contraction of NIM. We also notice 

that the effects of negative rates on profitability and risk-taking differ among banks, 

depending on their specific balance sheet characteristics (size and liquidity). 

One potential concern with this set-up is that monetary policy is measured at the annual 

frequency. This is a common issue for similar studies. Following Claessens et al. (2018), we 

use the yearly average of the monthly policy rate observations. We test the robustness of this 

assumption by using the last observation of each year. We find similar results to those of the 

benchmark estimates. In addition, our results are robust to various sensitivity analyses, such 

as removing countries from our sample. As another sensitivity analysis, we look at the effects 

of the interbank market rate on banks' profitability and risk-taking. Indeed, in the majority of 

countries that have applied negative rates, the interbank market rate fell below zero a few 

months after their implementation. 

The remainder of this paper is organized as follows. The second part describes the related 

literature. The third part presents the data. The fourth one describes the empirical strategy. 

Subsequently, we present and comment the empirical results. The last section concludes. 

2. Related literature 

The recent financial crisis has highlighted the different types of risks to which the financial 

sector and, ultimately, the real economy are exposed. An important aspect is the role of low 

and negative interest rates, as a result unconventional monetary policy, on banks’ behavior. 

In this section, we briefly review the literature on the relationship between a low or negative 

interest rate environment and bank behavior. In the first subsection, we present the 

relationship between interest rates and banks’ profitability. Finally, we expose the one 

between (low or) negative rates and banks’ risk-taking.    

2.1.   Interest rates and banks’ profitability 

Currently, there is no consensus on the effects of interest rate effects on bank profitability. On 

the one hand, several studies have shown that interest rates could have negative effects on 

bank profitability (Genay and Podjasek, 2014; Busch and Memmel, 2017; Dell’Ariccia et al. 

2017; and many others). On the other hand, some authors find opposite effects on bank 

profitability (among others, Scheiber et al. 2016; Jobst and Lin, 2017; Kerbl and Sigmund, 

2017; Madaschid and Nuevo, 2017; Basten and Mariathasan, 2018).  

Genay and Podjasek (2014) study the impact of a low interest rate environment on bank 

profitability. The authors show that low interest rates are associated with lower profitability 

for banks, particularly for smaller institutions9. In the same spirit, using Difference-in-

Difference methodology Molyneux et al. (2018) find that during the implementation of 

negative interest rates bank margins and bank profits declined. They also document that this 

negative effect is greater for smaller banks.  

                                                           
9 Borio et al. (2017) also find that a low interest rate environment erode bank profitability. 
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Conversely, Scheiber et al. (2016) provide opposite evidence on the effects of negative rates 

on banks. The authors investigate the profitability of banks in three European countries 

(Denmark, Sweden and Switzerland) during a period of very low and negative interest rates 

(from 2010Q1 to 2015Q4). They find that in these countries, negative interest rates have so far 

not resulted in a significant reduction of bank profitability and especially of net interest 

income. According to them, banks’ profitability in Denmark, Sweden and Switzerland has 

remained sound, and we do not observe significant a rush-to-cash effect on banks’ 

customers. Moreover, focusing on the Danish and Swedish banks, Madaschi and Nuevo 

(2017) come up with similar conclusions. They find that banks' profitability has continued to 

increase despite the implementation of negative rates and banks' reluctance to introduce 

negative deposit rates. 

Among others (Shin, 2016, Altavilla et al. 2017; Arteta et al. 2018), the divergence in the 

effects of negative rates on bank profitability can be explained by: (i) the impact of monetary 

policy on macroeconomic conditions; (ii) the ability of banks to diversify their income 

sources (Scheiber et al. 2016; Arseneau, 2017 and many others).  

2.2.   (Low or) Negative rates and banks’ risk-taking 

As the implementation of negative rates is recent, there are hardly any studies in the 

literature that analyze the effects of negative interest rates on bank risk-taking in Europe 

(except Heider et al. 2018; Basten and Mariathasan, 2018). Most of the literature focuses on 

the low rate environment. To the best of our knowledge, we are the first to analyze the effects 

of negative rates on the risk-taking of banks operating in the 28 member countries of the 

European Union.   

For Borio and Zhu (2012), the implementation of unconventional monetary policies over a 

long period of time would affect banks' risk perception. The idea that monetary policy would 

encourage banks to take more risks has spread widely in recent years10. Indeed, lax monetary 

policies are a classic ingredient of financial crises (Bordo and Jeanne, 2002; Ahrend et al. 

2008; Gambacorta, 2009; Bordo and Landon-Lane, 2013). Although the causes of the GFC 

have been multiple, the literature has often argued that monetary policy was one of the 

factors contributing to excessive banks’ risk-taking (Taylor, 2009). In addition, some studies 

find a significant relationship between low interest rates and banks’ risk-taking, which 

underlines a different dimension of the transmission mechanism of monetary policy: the 

risk-taking channel (Gambacorta, 2009; Adrian and Shin, 2010; Borio and Zhu, 2012; 

Dell'Ariccia et al. 2017)11. 

Indeed, long-term low or negative interest rates would encourage financial intermediaries to 

increase the share of risky investments in their portfolios and reduce their share of stable 

resources, respectively on the assets and on the liabilities side (Drumetz et al. 2015). 

Similarly, Maddaloni and Peydró (2011) corroborate this relationship between 

                                                           
10 The idea that a low interest rate environment would influence banks' risk perception can be traced back to 
Hancock (1985) and Aharony et al. (1986). They find that in the short term, low interest rates could reduce the 
profitability of commercial banks. Therefore, to maintain their level of profitability, banks could take riskier 
positions. 
11 Borio and Zhu (2012) are the first to use the term "risk-taking channel" and to explain its different aspects. 
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accommodative monetary policy and loosening credit conditions. Similarly, by using 

Difference-in-Difference methodology Heider et al. (2018) examine in the Euro Area the 

transmission of negative policy rates to the real economy via the supply of bank credit over 

the period from January 2013 to December 2015. They show that in the presence of negative 

rates, banks take more risks and provide less credit to the real economy. 

Several studies in the risk-taking literature tend to explain how the interest rate structure 

would encourage excessive risk-taking by banks. For some authors, the effects of interest 

rates on risk-taking depend on the profitability level of banks (Keeley, 1990; Repullo, 2004; 

Martynova et al. 2015) and for others, on the bank's capitalization level (Camara et al. 2013; 

Ziadeh-Mikati, 2013; Jiménez et al. 2014; Rahman et al. 2015; Pham, 2016; Dell’Ariccia et al. 

2017).  

3.  Data  

We use a large unbalanced panel dataset to examine the effects of negative interest rates on 

European banks. In order to achieve this, we assemble a dataset from several sources. Our 

final database consists of non-consolidated data from 2442 banks12 operating in the 28 

European countries13, including the 19 Euro Area members. We have sorted our database by 

deleting missing bank data and winsorizing the data at the 1st and 99th percentile level to 

ensure that outliers do not bias our estimates (for example, when assets are less than zero or 

non-performing loans are below zero). Our sample allows us to fully assess the effects of the 

implementation of negative interest rates policy on the profitability and risk-taking. The 

sample covers 7 years from 2011 to 2017.  

 

The descriptive statistics of the variables used in this study are displayed in Table A. For 

each variable, the table shows a brief description; the total number of observations available 

and the data sources are given in the last column. As control variables we use a wide set of 

bank-specific and macroeconomic variables. Our primary source of data is Orbis Bank Focus, 

a global database of banks' financial statements and ownership structures maintained by 

Bureau van Dijk and Moody's Investors Service. To our knowledge, it is the most 

comprehensive banking database, with detailed financial statements for over 44000 banks. In 

addition, with Moody's Investors Service's expertise, it allows the comparison of listed and 

non-listed financial institutions worldwide. Macroeconomic data are taken from several 

dataset (OECD, central banks, World Bank and DataStream). All our data cover the period 

2011-2017. Bank data are specifics to each bank and macroeconomics’ data are specifics to 

each country in the sample. Furthermore, the policy interest rate data come from the central 

banks of the different countries and/or currency area.  

 

3.1. Negative interest rates measures 

                                                           
12 Retail and consumer banks, universal commercial banks, saving banks, cooperative banks, investment banks, 
wholesale commercials banks, bank holding companies and banks loans. 
13 Austria (42), Belgium (20), Bulgaria (20), Croatia (27), Cyprus (25), Czech Republic (26), Denmark (60),  Estonia 
(8), Finland (43), France (265), Germany (916), Greece (10), Hungary (15), Ireland (13), Italy (391), Latvia (11), 
Lithuania (6), Luxembourg (24), Malta (10), Netherlands (33), Poland (29), Portugal (80), Romania (23), Slovakia 
(14), Slovenia (12), Spain (65), Sweden (89) and United-Kingdom (165).  
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We study the effects of negative interest rates on European banks. Recently, seven central 

banks considered that the implementation of negative rates was a necessary complement and 

reinforcement of existing measures (Table B shows the implementation dates of the central 

bank rates that turned negative). In fact, in the context of a slump in economic growth and 

increasing risks of deflation, and with limited support from fiscal and structural policies, 

they decided, in addition to existing unconventional monetary policy measures, to go into 

the negative zone and therefore provide additional support (Arteta et al. 2018). The purpose 

of negative rates, combined with other measures conducted by central banks, is to encourage 

lending. In Figure 1, we have the evolution between January 2011 and December 2017 of the 

central bank key rates that went into negative territory. 

As a main measure of negative interest rates, we use the annual average of the central bank 

rate that became negative ( ). For example, for the European Central Bank (ECB) we use the 

deposit facility rate. Furthermore to take into account the change of  , we introduce two new 

variables. Firstly, Dummy variable (DNIRP) that captures the period of negative interest rate 

policy. This variable takes the value 1 when   from the year of implementation of the 

negative rates and following and the value 0 before this period. The vast majority of 

countries in our sample introduced negative rates in 2014, which is why DNIRP takes the value 

1 from 201414. Finally, we also introduce an interaction term (         to check if the impact 

of policy interest rate on European banks is different when it is negative compared to 

positive rate. This variable makes it possible to check more precisely the existence of a 

threshold effect when the   is below zero thus to compare the effects on banks of negative 

and positive interest rate environments. 

3.2. Profitability measures 

In order to assess the effects of negative rates on bank profitability, we employ three 

measures of profitability widely used in the literature: banks’ margin (net interest margin) 

and banks’ profit (profit before tax and return on average assets)15. To compute these 

determinants of bank profitability16, we use the balance sheet of the banks from the Orbis 

Bank Focus database.   

 

Net interest margin (NIM) determines the profitability of bank loans and increases the 

current value of bank income (Adrian and Shin, 2010). NIM is measured by net interest 

income divided by total assets. As a result, higher margins indicate a better asset 

management quality and therefore the use of assets in a cost-effective manner (Noman et al. 

2015). By using NIM as a proxy for bank margins, we verify the presence of a zero threshold 

effect that could compromise banking intermediation activity. Indeed, this threshold effect 

could impact banks' margins as they are more reluctant to apply negative rates on savers' 

                                                           
14 However, Denmark is the first country in the last decade to have introduced negative rates, in 2012, DNIRP is 
then set at 1 from 2012. For Sweden, DNIRP is equal to 1 since 2015. Finally, for Hungary and Bulgaria, DNIRP takes 
the value 1 since 2016.  
15 Demirgüç-Kunt and Huizinga, (1999); Artera et al. (2016); Caselli, (2016); Altavilla et al. (2017); Claessens et al. 
(2018); Kerbl and Sigmund, (2017); Borio and Gambacorta, (2017); Jeon et al. (2018); Molyneux et al. (2018). 
16 In the literature, the return on average equity (ROE) is also used as a measure of bank profitability. See for 
example, Athanasoglou et al. (2008); Trofimov et al. (2018).  
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deposits. In order to analyze how banks would have reacted to this effect on margins, we use 

two measures of bank profit: profit before tax and return on average assets. Following 

Dermirguç and Huizinga (2000); Albertazzi and Gambacorta (2009), we use banks’ profit 

before tax divided by total assets (PROBTA) as a determinant of bank profit and reflects the 

total revenue of banks. Return on average assets (ROA) is defined as the ratio between net 

incomes to total assets (Altman, 1977; Altavilla et al. 2017; Bikker and Vervliet, 2018).  

 

Our three proxies of bank profitability are concentric measures. Indeed, in the computation 

of PROBTA we find both NIM and non-interest income, and ROA takes into account 

PROBTA (and thus NIM). Therefore, NIM makes it possible to analyze whether there is a 

threshold effect at zero on banks' margins, while PROBTA and ROA evaluate the banks' 

responses to the effect on margins. 

 

3.3. Risk-taking measures 

In this paper, we use three variables to measure bank risk-taking: non-performing loans, 

provisions and z-score. These measures are commonly applied in the banking literature.  

 

To measure assets quality, we use the non-performing loans ratio (NPLs), which is widely 

used in the literature as an indicator of the bank's risky behavior17. It reflects the quality of 

the banks’ portfolios of loans (Andries et al. 2016). High NPLs would mean that the bank 

took more risks by granting more loans to potentially insolvent non-financial agents, so that 

it accumulated higher ex post bad debts in its balance sheet. In addition, we represent also 

bank risk-taking using credit risk, measured by the ratio of loan loss provisions to gross 

loans (provisions). This ratio measures the quality of the assets held by the bank, indicating 

the portion of gross loans that has been provided for but not charged off. Theory suggests 

that a high ratio (low quality loans) would indicate an increase in the bank's risk-taking and, 

conversely, a less excessive risk-taking (higher quality loans). Furthermore, the reduction of 

NPLs in the banks' balance sheets would, all other things being equal. result in a reduction in 

provisions. Indeed, banking standards (i.e. IFRS 9) require banks to set aside provisions from 

expected losses over the year. Therefore, the reduction in NPLs should result in a reduction 

in provisions. Therefore, NPLs and provisions are used to measure risk-taking through the 

flow and capital stock, respectively. 

In addition to our two previous risk-taking measures, we use a global measure of bank 

solvency: z-score18. It has been widely used in the risk-taking literature to measure the 

probability that a bank will fail or go bankrupt19. In his method of computation, it combines 

profitability, leverage, and return volatility in a single measure (Berger et al. 2009). 

According to Pham (2016), z-score is a measure of individual bank risk and it explicitly 

compares bank buffers (shareholders’ equity and earnings) with its operating risk (volatility 

                                                           
17 See, among others, Jiménez et al. (2013); Espinoza and Prasad, (2010); Delis and Kouretas, (2011); Tabak et al. 
(2013). 
18 In the literature, the z-score is generally attributed to Boyd and Graham (1986); Hannan and Hanweck (1988) 
and Boyd et al. (1993), although its origins date back to Roy (1952).  
19

 See, among others, Čihák and Hesse (2007); Berger et al. (2009); Beck et al. (2013); Nguyen and Boateng, (2015); 

Andries et al. (2016); Pham, (2016); Jeon et al. (2018). 
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of earnings). It equals to the sum of average return on assets (ROA) and equity to total assets 

ratio (ETA) divided by the standard deviation of ROA (     20  A higher z-score implies a 

lower probability of insolvency risk and therefore lower risk-taking. Conversely, a lower z-

score (a higher probability of default) indicates a higher risk-taking (Andries et al. 2016). As 

Beck et al. (2013), we use a three-year rolling time window, rather than the full sample 

period, to compute the standard deviation of ROA to allow for time variation in the 

denominator of the z-score. After computing the z-score, we find that the distribution is 

highly skewed. In order to reduce this asymmetry, we decide to winsorizing the data at the 

1st and 99th percentile level and then like Laeven and Levine (2009) and Houston et al. (2010), 

we take the natural logarithm of the z-score21.  

 

3.4. Bank-specific controls 

As banks’ characteristics, we use in our estimates the liquidity (liquid assets to total assets22), 

the equity (equity to assets ratio23), the efficiency (cost to income ratio24) and the size (natural 

logarithm of total assets25), respectively.  

As a liquidity of banks proxy, we take liquid assets to total assets. The banks have to hold a 

percentage of liquid assets in order to meet these short-term obligations in the case of a bank 

rush. As a result, a higher liquid asset ratio makes the bank more liquid and less vulnerable 

in the event of a bankruptcy. As other banking characteristics, we use, like Caselli (2016); 

Borio and Gambacorta (2017), equity to assets ratio as a measure of bank equity. To capture 

the effect of efficiency, we include a bank’s specific controls, namely efficiency measured as 

the cost to income ratio26. This ratio is typically used as an indicator of management’s ability 

to control expenses (Kosmidou et al. 2008).  In order to take into account the possible “too-

big-to-fail” theory27, we include in our regressions bank size, defined as the natural 

logarithm of total assets28.  

3.5. Country-specific controls  

The banking literature suggests that the environment in which banks operate may have 

effects on their behavior. As a result, the structure of the banking industry and the country's 

economic situation can affect banks' profitability and risk-taking. We consider the real GDP 

growth rate and the consumer price index as measures of macroeconomic conditions, the 

yield curve slope allows other non-conventional measures to be taken into account and the 

Herfindhal-Hirschman Index as a measure of banking market structure. 

                                                           
20 z-score = (ROA+ ETA)/      
21 For brevity, we use the label “z-score” in referring to the natural logarithm of the z-score. 
22 Altavilla et al. (2017); Borio et al. (2017); Molyneux et al. (2018). 
23 Athanasoglou et al. (2008); Adrian and Shin (2010); Borio and Gambacorta (2017); Bikker and Vervliet (2018). 
24 Kosmidou, (2008); Kosmidou et al. (2008); Caselli, (2016); Altavilla et al. (2017).  
25 Gambacorta (2009); Borio et al. 2017; Bikker and Vervliet (2018). 
26 Operating expenses consist mainly of staff salaries and benefits, property management fees and other expenses 
such as office supplies.  
27 Other theories have been raised by Laeven et al. (2016), “unstable banking theory” and “agency cost theory”.  
28 To ensure comparability across banks, all balance sheet and income statement data is converted to US dollars 
using the relevant exchange rates at each closing date.  
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Following Delis and Kouretas (2011), we use real GDP growth rate as a control of the 

business cycle.  The annual change of average consumer price index (inflation) is used as a 

measure of the macroeconomic conditions. As the implementation of negative interest rates 

was done in parallel with other existing non-conventional monetary policy measures, we 

treat these confounding events by including the yield curve slope (Spread). It is the 

difference between the 10-year government bond yield and the three- month interbank rate. 

Finally, we use the Herfindhal-Hirschman Index (HHI) as a measure of banking market 

structure. Herfindhal-Hirschman Index (HHI), better known as the Herfindhal Index, is a 

statistical measure of the structure of the banking market. It can take values between 0 and 

10 00029. It has reached an unusual degree of visibility for a statistical index because of its use 

by the US Department of Justice and the US Federal Reserve in the analysis of competitive 

effects mergers. This index is commonly accepted as a measure of concentration30. It is 

calculated by squaring the market shares of each competing firm on the market (Rhoades, 

1993)31.  

4. Empirical strategy 

4.1. The hypotheses 

Hypothesis 1:  Negative interest rates impact banks’ profitability. 

We analyze the relationship between negative interest rates and bank profitability. Since the 

implementation of negative rates is recent, there is currently little (but growing) work in the 

literature that analyses this relationship. The results of this literature are not unanimous as to 

the effects of negative rates on bank profitability. On the one hand, some papers show that 

negative rates have negative effects on profitability (among others, Kerbl and Sigmund, 2017; 

Molyneux et al. 2018). On the other hand, other studies find the opposite results (Scheiber et 

al. 2016; Jobst and Lin, 2017; Madaschid and Nuevo, 2017; Basten and Mariathsan, 2018). We 

complement these studies by assessing the effects of negative rates on bank profitability, 

measured with bank margins (NIM) and bank profit (PROBTA and ROA). With NIM, we 

estimate whether there is a threshold effect at zero (when interest rates are below zero) and 

ROA and PROBTA allow us to analyze the banks' response. Therefore, we expect negative 

effects of negative interest rates on bank profitability.  

Hypothesis 2:  Negative interest rate would affect banks incentives to take risks. 

Using this second hypothesis, we assess whether since their implementation, negative rates 

have favored an increase in risk-taking. The relationship between negative rates and banks' 

risk-taking has also been poorly documented. The results of the existing literature show that 

negative rates would have favored an increase in risk-taking, by encouraging banks to 

substitute their excess reserves in riskier investments (Jobst and Lin, 2017; Heider et al. 2018). 

                                                           
29 The U.S. Department of Justice considers a market with an HHI of less than 1500 to be a competitive 
marketplace, an HHI of 1500 to 2500 to be a moderately concentrated marketplace, and an HHI of 2500 or greater 
to be a highly concentrated banking market.  
30 As other alternatives, the literature suggests using the Lener index or a concentration ratio of the three or five 
largest banks as a percentage of assets held in the banking industry.  
31     ∑ (    

 
   

2 ,                                            
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Our measures of banks' risk-taking make it possible to accurately assess the effects of 

negative rates on banks' balance sheets and thus supplement the results of the literature.  

4.2. The empirical model 

To assess the impact of negative interest rate on the profitability and risk-taking of European 

bank, we estimate the following equation:  

                                                                   (   

        is the profitability (or risk-taking) measures for bank i in the country k at time t. In line 

with the  literature, a dynamic model is adopted, as bank profitability (and risk-taking32) 

tends to persist over time, see Athanasoglou et al. (2008); Berger et al. (2009) and Bikker and 

Vervliet (2018). The level of persistence of the banking performance (and risk-taking) is 

captured by the coefficient    of the lagged dependent variable. The negative interest rates 

variables are entered by       , bank-specific controls are captured by         the country-

specific controls is represented in the     .                  are respectively time fixed effect, 

country fixed effect and idiosyncratic error.   

4.3. Endogeneity issues 

Following Beck and Levine (2004) and Arcand et al. (2015), we start our estimates by 

regressing our equations with ordinary least squares (OLS). As Klein and Weill (2018) 

indicate, OLS regressions are not only useful in describing the data but also in providing a 

first (biased) estimate of the coefficients. Let us remember that the OLS estimator is 

consistent when the regressors are exogenous and optimal in the class of linear unbiased 

estimators when the errors are homoscedastic and serially uncorrelated. But, in our analysis 

previous studies indicate that the relationship between monetary policy, bank profitability 

and risk-taking may be endogenous because central banks tend to adjust the monetary policy 

rate according to the observed behavior of banks (Athanasoglou et al. 2008; Gambacorta, 

2009; Garcia-Herrero et al. 2009; Delis and Kouretas, 2011; Maddaloni and Peydró, 2011; 

Michalak, 2012; Martynova et al. 2015; Ioannidou et al. 2015; Borio and Gambacorta, 2017). 

Consequently, the estimates of OLS may be biased in dynamic models on two points: (i) a 

potential reverse causality; and (ii) an omitted variable bias33 between the independent and 

dependent variables. 

To further mitigate the issue of endogeneity, we decide to apply the generalized method of 

moments (GMM) developed by Arellano and Bond (1991) and further advanced by Arellano 

and Bover (1995) and Blundell and Bond (1998) that provides consistent estimation in 

dynamic model with lags of dependent variable. It is known as “System GMM”34. With this 

method, the estimators are designed as dynamic if we have small number of time period 

                                                           
32 Several studies on the determinants of banking risk suggest that banks' risk-taking behavior is very persistent 
(see among others, Cordella and Yeyati, 2002; Delis and Kouretas, 2011; Martynova et al. 2015). 
33 For more details see, among others, Maddaloni and Peydró, (2011); Delis et al. (2011); Jiménez et al. (2013) and 
Ioannidou et al. (2015). 
34 We use the System GMM estimator because it tends to outperform the Difference GMM estimator in terms of 
consistency and efficiency as it uses both the difference and the levels equation (Blundell and Bond, 1998). 
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(“Small T”) and large individuals (“Large N”)35 that may contain fixed effects and separate 

from those fixed effects idiosyncratic errors that are heteroskedastic and correlated within 

but not across individuals.  

Analogous to related empirical literature, all bank’s specific variables and policy interest 

rates are treated as endogenous. As suggested by Blundell and Bond (1998), all bank’s 

specific controls, transformed in first differences, are instrumented by their lags in levels. 

Whereas the country’s specific control variables are considered as strictly exogenous 

(instrumented by themselves). Moreover, we reduce the number of instruments using the 

collapsing method of Holtz-Eakin et al. (1988). The collapse options create one instrument for 

each variable and lag distance instead of one for each time period, variable and lag distance. 

Therefore, the number of instruments is kept below the number of groups (temporal 

observations) in all our GMM specifications. Following Roodman (2009), we compute robust 

standard errors36 and two-step estimator using Windmeijer (2005) finite sample correction.  

5. The effects of negative interest rates 

This section presents and comments on the results of the study. Our equations have been 

estimated using the System GMM estimator suggested by Arellano and Bond (1991), which 

ensures consistency and efficiency provided that residuals of our models are not subject to 

serial correlation, AR(1) and AR(2) tests, and that the instruments used are valid (with the 

Hansen test). In the first subsection, we assess the effects of negative interest rate on the 

profitability of banks (Table D). Then, we investigate whether negative rate would have 

encouraged banks to take excessive risks (Table E). Finally, we look at how, in an 

environment of negative rates, banks’ profitability could influence risk-taking (Table F).  

5.1. On bank profitability 

Equation (2) describes bank net interest margin as a function of policy interest rate and other 

determinants of bank margins:  

                                                                              (   

Where     
     

 is the net interest margin for bank i in the country k at time t. Table 1 presents 

the results of equation (2) which assesses the effects of negative rates on banks' margin. For 

each proxy of bank profitability (NIM, PROBTA and ROA)37, we estimate a pooled OLS 

equation (first column), with robust standard errors, which allows us to have a first (biased) 

estimate of our coefficients. Columns 2-4 present our main results with the System GMM 

method. Moreover, in each equation, the coefficients associated with the lagged dependent 

variables are very significant, which confirms the persistence of banking performance. This 

means that the banking performance of the previous period significantly influences the 

banking performance of the current period. 

                                                           
35 Our sample consists of 2442 banks (N) and 7 periods (T). 
36 By testing the heterogeneity between countries with “cluster (country)”, we find similar results. Available on 
request.  
37 It should be noted that our 3 proxy measures of bank profitability are concentric measures. Therefore, if 
negative rates have effects on NIM, these effects must be less important (or even no effect) on PROBTA and ROA. 
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Table 1 also shows that the interest rate is positively and significantly correlated with NIM. 

These results indicate that the low-interest rate environment has a negative effect on bank 

margins. These results are broadly consistent with previous analysis (Genay and Podjasek, 

2014; Busch and Memmel, 2017; Claessens et al. 2018, and many others). For example, a 

decrease in the interest rate by central banks (i) of 1% leads to a NIM reduction of 0.43 

percentage point. These results are different from the findings of Altavilla et al. (2017) who 

show that a decrease in interest rates does not imply a decline in the profitability of banks. 

In addition, using equation (2) we analyze the impact of negative rates on bank net interest 

margin and ultimately compare the effects of interest rate levels (positive and negative) on 

profitability. We find that during the negative rate implementation period (     ), European 

banks experienced deterioration in their NIM (-2.1%). However, DNIRP does not allow us to 

define the role played by negative rates in this decline in bank margins. The implication 

(marginal effect) of negative rates in the decline in bank margins is shown through the 

coefficient associated with our interaction term (        ). We document that, ceteris paribus, 

the effects of interest rates on NIM are larger in a negative rate environment than in a 

positive interest rate environment as the associated coefficients are 1.02 (=0.420+0.60) vs. 

0.42. Consequently, negative rates would contribute significantly to the erosion of NIM. The 

fact that negative interest rates have a greater impact on banks' margins (compared to low 

and positive rates) probably indicates banks' reluctance to charge negative deposit rate 

(Kerbl and Sigmund, 2017; Heider et al. 2018; Basten and Mariathasan, 2018). However, these 

results are opposite to those Madaschi and Nuevo (2017) find that profitability of banks in 

Sweden and Denmark has continued to improve, even with negative monetary policy rates.   

Our results show that negative rates have reduced the margin of European Union banks 

(measured by NIM). These results also show the presence of a threshold effect when interest 

rates are below zero. Indeed, we note that the effects of negative rates on margins are greater 

than those of positive rates. This reduction in margins is due to the fact that banks are more 

reluctant to apply negative rates on deposits. As a result, equation (3) allows us to analyze 

the banks' response to the reduction in net interest margins associated with negatives.  

Equation (3) describes bank’s profit as a function of policy interest rate and other profit 

determinants: 

      
     

                                                                 (   

Where       
     

 is the profit before tax (or ROA) for bank i in the country k at time t. 

Furthermore, we also show that the level of interest rates has no impact on the banks' profit 

(Table 1). We also find that negative rates have no effect on bank profits. The absence of 

significant effects of negative interest rate on banks' profit can be attributed to banks' 

diversified activities and the implementation of additional measures by central banks to limit 

the potential negative effects of interest rates on banks. In fact, banks increase their non-

interest income (fees and commissions) in response to the reduction in their margins. It 

should be noted that the effect of non-interest income is taken into account in the calculation 

of PROBTA, hence the absence of any significant effect on banks' profits. The other way of 

explaining the absence of significant effects is the existence of a potential non-linear 
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relationship between interest rate levels and overall bank performance as mentioned by 

Borio et al. (2017).  

Regarding our banks’ specific and country’s specific controls, we find similar results to those 

in the literature. They influence both the margins and profit of banks. The results of the 

controls are reported in Table D in the Appendix.  

5.2. On bank risk-taking 

Equation (4) explains bank risk-taking from policy interest rate and other determinants:  

 
                                                                        (   

 

With      
     

 is risk-taking measures (NPLs, provision or z-score) for bank i in the country k 

at time t. Table 2 presents the results of equation (4). For each proxy of bank risk-taking, we 

estimate a pooled OLS equation (first column). The next three columns present our main 

results with the System GMM method. We note that the coefficient on the lagged dependent 

variables of risk measures, are highly significant (except for the last column of provisions). 

These results suggest the persistent character of banking risk as underlined by Delis and 

Kouretas (2011). It means that the bank risk of previous period influence the bank risk of the 

current period in a significant way.  

The results of equation (4) (reported in Table 2) indicate that the reduction of positive interest 

rates (i) would reduce banks' risk-taking. Indeed, a 1% decrease in the interest rate is 

accompanied by a 2.4% reduction in the NPLs and a 0.98% reduction in provisions and a 

0.75% increase in the z-score. As a result, reduction of interest rates would decrease banks' 

incentives to take risks and improve banks' creditworthiness. Geng et al. (2016) provide 

similar evidence for Chinese banks. For the authors in the presence of low rates, banks 

would not want to commit to taking more risks.  

In addition, our results show that during the implementation of negative interest rates 

(DNIRP), European banks reduced their risk-taking, in particular by improving the quality of 

their balance sheet assets. Indeed, in response to the negative rates, the banks of the 

European Union would not have been encouraged to take more risks. This reduction in risk-

taking can be explained by: (i) the lack of effect of negative rates on banks’ profit and (ii) 

prudential regulation. Indeed, the absence of an effect on banks' profits may justify a lower 

level of risk. In addition, the various prudential policies aim to strengthen their resilience in 

the event of a negative shock (and thus reduce incentives to take risks). In contrast, Heider et 

al. (2018) find the opposite evidence in the Euro Area. For the authors, in the presence of 

negative rates, banks with more deposits finance riskier companies.  

The determinants of banks' risk-taking react similarly to previous studies. The coefficients 

associated with banks’ specific and country’s specific controls are consistent with the results 

of the banking literature. These results are reported in Table E in the Appendix.  

5.3. The issue of bank heterogeneity  
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Our previous results indicate that negative rates have had an impact on banks' margins and 

risk-taking. During the period of negative interest rate implementation, banks experienced a 

reduction in margins and took less risk. Moreover, having a heterogeneous database at both 

country and bank level, it is interesting to take advantage of this heterogeneity in order to 

better detail our results. 

On the countries’ side, heterogeneity is related to interest rates (fixed or variable) on loans to 

households and non-financial corporations. Indeed, depending on the interest rate applied to 

the credit, the effects of negative rates may be different. Moreover, IMF (2016) indicates that 

the effects of negative rates have been greater in countries with variable rates in the majority. 

Our previous results confirm those of the IMF (2016) insofar as our database is mainly 

composed of countries that mainly apply variable rates on credit38. On the banks' side, this 

heterogeneity is related to the size and quantity of liquid assets held by the banks in our 

sample. Indeed, depending on the size (small or large) and the holding of liquid assets (low 

or high), the effects of negative rates on banks may vary. Bottero et al. (2018) showed that 

negative rates had a greater impact on banks that held more liquidity than smaller banks. In 

the same vein as Bottero et al (2018), we divided our sample between size and liquidity 

around the median of the distribution of the natural logarithm of total assets and the liquid 

asset ratio, respectively. If the size (or liquidity) of the bank is below the median, the bank is 

considered small (low) and conversely it is large (high). Size results are reported in Tables G 

and H and liquidity results in Tables I and J.  

These results show that the reduction of the interest rate by one percentage point have led to 

a reduction in banks' margins of 0.37% for small banks and 0.92% for large banks. Similarly, 

during the period of negative interest rate implementation, the reduction in banks' margins 

was greater among large banks and they would have taken less risk. In addition, the 1% 

interest rate reduction reduces banks' margins by 0.47% for banks with few liquid assets and 

0.37% for banks with more liquid assets. We also show that during negative interest rates, 

banks with few liquid assets reduced their profit before tax while those with more liquid 

assets increased it. 

5.4. Sensibility analyses 

In order to check the robustness of our results, we perform five sensitivity analyses. Firstly, 

one potential concern with this set-up is how monetary policy is measured at the annual 

frequency (the average of all observations). We test the robustness of such an assumption by 

replacing the average of the observations with the value at December 31 of each year (the last 

observation of  ). Table K reports results for banks’ profitability and risk-taking, when we 

replace the average of all observations of the policy interest rate with the last annual 

observation. The coefficients associated with our main variables are qualitatively similar and 

leave our conclusions on both bank profitability and risk-taking virtually unchanged. 

 Secondly, in our sample Germany is the country with the most banks (916/2442). We decide 

to remove Germany from our sample to test if our baseline results are driven by German 

                                                           
38 In our sample of countries, Belgium and France are the only countries whose share of fixed-rate loans to 

households and businesses is more than 50% compared to variable-rate loans. 
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banks. After removing Germany, we find similar results (Table L). As a further robustness 

check, the United Kingdom's financial and banking system is not necessarily representative 

of the entire European Union, so we decided to remove the United Kingdom (UK) from our 

sample. We re-estimate equation (2), (3) and (4) after excluding the UK. The findings of this 

exercise are reported in Table M.  

As a fourth robustness check, we have modified our sample of countries to keep only those 

countries where negative rates have been implemented (Bulgaria, Denmark, Euro Area 

countries, Hungary and Sweden). These results are reported in Table N, and are in line with 

those of the benchmark models. Finally, we replace the monetary policy rate with the 

overnight rate on the interbank market (inter). Indeed, the rate at which banks lend to each 

other is between the rate on deposit facilities (the floor) and the rate on marginal lending 

facilities (the ceiling). Changes in the deposit facility rate should then influence the interbank 

rate. For example, for the Euro Area we use the Eonia39 rate (Euro OverNight Index Average) 

which has also fallen below zero after the implementation of negative rates by the ECB. We 

find similar results for both the NIM and the z-score, reported in Table O.  

5.5. Negative interest rates, bank profitability and risk-taking 

In the previous sub-sections (5.1 and 5.2), we analyzed the effects of negative rates on both 

bank profitability and risk-taking. We note that negative rates have reduced both banks' net 

interest margins and their risk-taking.  In compliance with traditional theory40, the reduction 

in profitability (measured by NIM) due to negative rates should encourage banks to take 

more risk. Thus, in this subsection, we verify this statement by looking at whether the 

reduction in NIM related to negative interest rates would have an impact on banks' risk-

taking. To do this, using the equation (2) we determine the fitted values of NIM. The fitted 

values of NIM are then introduced into a new equation (4) on risk-taking.  

                                         
̂                                         (   

Where            is the risk measures for bank i in the country k at time t.         
̂  is the 

predicted values of banks' net interest margins by negative interest rates for bank i in the 

country k at time t. Using System GMM, we use this variable to determine the effects of 

profitability on banks' risk-taking in a negative interest rate environment.  

The results of equation (5) are reported in Table 341 and we use the same measures of risk-

taking as in equation (4). We find that net interest margins related to negative rates are 

positively correlated with bank’s risk-taking. Indeed, we show that in the presence of 

negative rates, the reduction of NIM would imply a reduction in banks' risk-taking. A 1% 

decrease in NIM (due to negative interest rate) favors a 5.44% decrease in non-performing 

loans on the balance sheet of European banks and a 1.78% increase in the z-score. 

Consequently, despite the negative effect of interest rates on NIM, European banks would 

                                                           
39 It results from the weighted average of the interest rates on all overnight transactions of loans denominated in 
euro that are not guaranteed and carried out by European banks. 
40 The most profitable banks are those that take the least risk (see i.e., Jensen and Meckling, 1976; Keeley, 1990). 
41 The results for banks-specific and country-specific controls are presented in Table F.  
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have taken less risk. This result is consistent with Martynova et al. (2015) who show that 

more profitable banks may have higher risk-taking incentives. However, this result is 

opposed to the traditional theory that the more profitable the bank, the less risk it takes (see 

i.e., Jensen and Meckling, 1976; Keeley, 1990; Demsetz et al. 1996; Repullo, 2004). One of the 

explanations for the reduction in banks' risk-taking despite a negative shock on net interest 

margins is related to the fact that banks are highly regulated after the financial crisis (i.e. 

Basel III leverage ratio). Indeed, the objective of banking regulation is to strengthen the 

resilience of institutions and the banking system by allowing them to absorb the negative 

shocks associated with an unfavorable evolution of the economic cycle and the business 

climate.  

6. Conclusion 

Since 2012, several central banks in Europe and Japan have implemented negative rates, 

which aimed at stimulating economic growth by avoiding deflationary risk and domestic 

currency appreciation. This unconventional monetary policy is still at the heart of the 

political and academic debate regarding its potential effects on banks' profitability and risk-

taking. 

In this paper, we have analyzed the effects of negative rates, introduced by European central 

banks, on both bank profitability and risk-taking. These relationships are analyzed for 2442 

banks operating in the 28 countries of the European Union using a large set of panel data 

composed of interest rate variables, banks' specific variables and country's specific variables. 

Our empirical approach is based on a dynamic panel framework (System GMM) that take 

into account the persistent character of both profitability and risk-taking and overcome 

potential endogeneity problems that may arise in our estimates.  

This article provides strong evidence of the presence of a threshold effect when rates are 

negative. Our empirical analysis shows that negative rates have reduced banks' margins. We 

show that negative interest rates have a significantly greater impact on margins than positive 

rates. This result then confirms the presumption that negative rates deteriorate banks' 

interest margins.  Thus, in order to offset the effects on margins, banks increased their non-

interest income (fees and commissions). As a result, during the implementation period of 

negative rates, they took less risk, in particular by reducing the share of non-performing 

loans. Moreover, despite a reduction in interest margins due to negative rates, banks were 

not encouraged to take more risk. We also find that the effects of negative rates on banks 

vary according to their characteristics.  

These results hold and resist the inclusion of several bank and country-specific control 

variables. These results are also robust to a wide range of sensitivity analyses (including 

monitoring the effects of interbank rates and sub-sample analysis). However, the results of 

our estimates have some limitations. First, we study the effects of negative rates on excess 

reserves in terms of profitability and risk-taking by banks.  However, in order to have a more 

detailed analysis it would have been more efficient to use the amount of excess reserves as a 

proxy for negative rates. Because banks that do not hold excess reserves at the central bank 

are not very sensitive to negative rates. In fact, in a July 2016 report on the Euro Area the IMF 
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indicated that banks holding excess reserves would bear a disproportionately higher cost 

due to negative interest rates. Second, our results do not allow us to state whether the 

reduction in risk-taking (measured by NPLs) during negative interest rates is linked to (i) 

NPLs contracted before the implementation of negative rates and maturing during the rates 

negative; or (ii) NPLs that have become efficient thanks to negative rates through a general 

equilibrium feedback mechanism for all unconventional monetary policies (improving the 

income and solvency of agents, etc.).  

Overall, our findings contribute to the recent literature by showing that negative rates 

compress banks' margins and also contribute to improving financial stability. These results 

reiterate, for monetary and prudential authorities, the importance of taking financial stability 

into account in the design of various policies.  
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               Notes: The sample comprises annual data of 2442 European banks operating in 28 countries from European Union 

over the period 2011–2017. The estimations are based on OLS estimator and the Arellano and Bond (1991) System 

GMM estimator (or two-step dynamic panel estimation). Xi,k,t and Yk,t are banks’specific and country’specific 

controls. The t-statistics based on Windmeijer (2005) correction of variance is reported in parentheses. ***, ** and * 

are statistical significances at 0.01, 0.05 and 0.10 level, respectively. AR (1) and AR (2) are the test for first and 

second-order autocorrelation and Hansen is the p-value of the Hansen test for over-identifying restrictions. The 

command “collapse” is used to limit the number of instruments. Table A gives the definitions of the variables. 

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.122*** 0.429*** 0.420*** -0.026* -0.07 -0.945 -0.137*** -0.136 1.696*

[0.03] [0.13] [0.16] [0.01] [0.20] [0.71] [0.06] [0.21] [0.88]

DNIRP -2.097*** 0.582*** 0.033 0.279 0.061 0.348

[0.60] [0.22] [0.14] [0.26] [0.53] [0.39]

i * DNIRP 0.603***  2.508*** -1.60*

[0.22] [1.06] [0.94]

Zt-1 0.958*** 0.705*** 0.172 0.828*** 0.655*** 0.163 0.942*** 0.348 0.406*** 0.701*** 0.883*** 0.690***

[0.01] [0.18] [0.13] [0.11] [0.02] [0.28] [0.22] [0.23] [0.06] [0.25] [0.33] [0.17]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750

Banks 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442

Instr. 29 17 19 20 17 21 25 16 29

R² 0.17 0.02  0.03

AR(1) -2.87 -2.03 -3.12 -3.12 -4.26 -2.34  -2.86 -4.48 -3.30

AR(2) -0.14 -0.27 -0.01 1.01 1.64 1.42 0.77 0.43 0.76

Hansen 0.11 0.64 0.51 0.03 0.51 0.11 0.67 0.14 0.42

NIM PROBTA ROA

Table 1 - The effects of negative interest rate policy on European banks' profitability



20 
 

 
Notes: The sample comprises annual data of 2442 European banks operating in 28 countries from European 

Union over the period 2011–2017. The estimations are based on OLS estimator and the Arellano and Bond (1991) 

System GMM estimator (or two-step dynamic panel estimation). Xi,k,t and Yk,t are banks’specific and 

country’specific controls. The t-statistics based on Windmeijer (2005) correction of variance is reported in 

parentheses. ***, ** and * are statistical significances at 0.01, 0.05 and 0.10 level, respectively. AR (1) and AR (2) are 

the test for first and second-order autocorrelation and Hansen is the p-value of the Hansen test for over-

identifying restrictions. The command “collapse” is used to limit the number of instruments. Table A gives the 

definitions of the variables.  

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.302*** 2.358*** -1.733** 0.239*** 0.978*** -0.425 -0.209*** -0.746** 0.472**

[0.11] [0.77] [0.80] [0.02] [0.26] [1.89] [0.04] [0.37] [0.22]

DNIRP -2.833*** -3.213** -1.016* -0.716 0.663* 0.872***

[1.00] [1.34] [0.53] [0.47] [0.37] [0.31]

i * DNIRP 1.245* 1.879 -0.257

[0.74] [2.51] [0.23]

Zt-1 0.922*** 0.932*** 0.936*** 0.880*** 0.627*** 0.979*** 0.726*** -0.412 0.744*** 0.553*** 0.554*** 0.949***

[0.01] [0.07] [0.04] [0.04] [0.02] [0.18] [0.25] [0.52] [0.01] [0.07] [0.07] [0.13]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750

Banks 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442

Instr. 20 17 19 17 18 18 17 24 33

R² 0.14 0.04 0.02

AR(1) -4.69 -5.31 -5.37 -4.67 -3.43 -1.29 -6.79 -6.58 -5.78

AR(2) -1.67 -1.55 -1.33 -0.72 -0.67 -1.72 -1.46 -1.65 -0.97

Hansen 0.14 0.11 0.60 0.06 0.20 0.06 0.84 0.13 0.19

Table 2 - The effects of negative interest rate policy on European banks' risk-taking

NPLs Provisions Z-score
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            Notes: The sample comprises annual data of 2442 European 

banks operating in 28 countries from European Union over 

the period 2011–2017. The estimations are based on OLS 

estimator and the Arellano and Bond (1991) System GMM 

estimator (or two-step dynamic panel estimation). Xi,k,t and 

Yk,t are banks’specific and country’specific controls. The t-

statistics based on Windmeijer (2005) correction of variance 

is reported in parentheses. ***, ** and * are statistical 

significances at 0.01, 0.05 and 0.10 level, respectively. AR (1) 

and AR (2) are the test for first and second-order 

autocorrelation and Hansen is the p-value of the Hansen 

test for over-identifying restrictions. The command 

“collapse” is used to limit the number of instruments. Table 

A gives the definitions of the variables. 

 

 

  

OLS S-GMM OLS S-GMM OLS S-GMM

 0.791*** 5.436** 0.559*** 0.749 -0.520*** -1.775**

[0.26] [2.41] [0.06] [1.11] [0.11] [0.88]

Riskt-1 0.921*** 0.799*** 0.632*** 0.413** 0.750*** 0.553***

[0.01] [0.08] [0.01] [0.19] [0.01] [0.07]

Xi,k,t Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes

Obs. 4750 4750 4750 4750 4750 4750

 Banks 2442 2442 2442 2442 2442 2442

Instr. 16 17 17

R² 0.15 0.03 0.02

AR(1) -5.08 -3.55 -6.79

AR(2) -1.27 -1.09 -1.46

   Hansen 0.83 0.84 0.84

Table 3 - The effects of bank profitability on risk-taking

NPLs Provisions Z-score

        
̂
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Figure 1 - Main policy rates 

 

 
Notes : The evolution between Jan-2011 and Dec-2017 of the monetary policy rate, which has turned negative. 

Euro Area (Deposit facility rate), Denmark (Certificates of deposit rate), Sweden (Deposit rate), Switzerland (3-

month Libor targer rate), Japan (Uncollateralized overnight rate), Hungary (Deposit rate) and Bulgaria (Deposit 

rate).  
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APPENDIX 

 
Notes: The table reports summary statistics for the variables used in the empirical analysis. Data are at annual 

frequency covering the period 2011-2017. Z-score = (ROA + Equity/Assets) / σ_ROA; σ_ROA is the standard 

deviation of ROA. In the calculation of z-score, we use, as Beck et al. (2013), a three-year rolling time window to 

compute the standard deviation of ROA rather than the full sample period.  DNIRP takes the value 1 when NIRP 

from the year of implementation of the negative rates and following and the value 0 before this period. 

 

 

Variable Description Obs. Mean SD Min Max Source

Net interest margin
Net interest revenue to total 

earning assets
7798 2.23 2.52 -6.26 54.36 Orbis Bank Focus

Return on assets Net income to total assets 7798 0.41 1.21 -24.17 30.26 Orbis Bank Focus

PROBTA Profit before tax to total assets 7798 0.61 0.44 0.03 1.49 Orbis Bank Focus

Z-score
The natural logarithm of Z-

score
7798 4.62 1.38 2.38 6.73

Orbis Bank Focus and 

Author’s computation

NPLs
Impaired loans (NPLs) to gross 

loans
7798 6.39 6.28 0.55 19.56 Orbis Bank Focus

Provisions
Loans loss provisions to gross 

loans
7798 0.52 0.69 0.2 1.97 Orbis Bank Focus

i
Main policy rate which became 

negative
7798 -0.27 0.31 -1.25 2.41 Central banks

DNIRP

Negative interest rate policy 

(dummy)
7798 0.8 0.4 0 1 Author’s computation 

i * DNIRP Interaction variable 7798 -0.3 0.23 -1.25 0
Central banks and 

Author’s computation

Size
The natural logarithm of total 

assets
7798 7.9 1.99 4.44 14.8 Orbis Bank Focus

Equity Equity to total assets ratio 7798 9.48 3.08 5.106 15.14 Orbis Bank Focus 

Liquidity
Liquid assets to total assets 

ratio
7798 14.23 10.46 3.47 36 Orbis Bank Focus

Efficiency Cost to income ratio 7798 69.79 15.45 44.66 92.62 Orbis Bank Focus 

HHI Herfindahl-Hirschman  index 7798 838.2 420.12 430.75 3031.81
Orbis Bank Focus and 

Author’s computation

GDP Real GDP growth rate 7764 1.19 1.09 -5.93 8.17
Datastream and 

World Bank

Inflation
Consumer price index annual 

growth rate
7676 0.53 0.7 -2.1 4.01 Datastream

Spread
Yield curve slope (10y - 3m 

interbank rate)
7686 1.23 1.11 -2.23 9.8 Datastream, OCDE

Table A - Descriptive statistics

Profitability measures

Risk-taking measures

Monetary policy measures

Country-specific controls Yt

Bank-specific controls Xt
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Table B - Central Banks that have implemented negative policy rate 

 
Country / 

Zone 

 
Central bank 

 
Policy interest rate 

 
Date 

 
Rate 

 
 
 
 
 

Denmark 

 
 
 
 

Danmarks 
NationalBank 

 
 
 
 

Certificates of 
deposit rate 

July 6, 2012 
January 25, 2013 

April 25, 2014 
September 5, 2014 
January 19, 2015 
January 22, 2015 
January 29, 2015 
February 5, 2015 
January 8, 2016 

-0.20 % 
-0.10 % 
+0.05 % 
-0.05 % 
-0.20 % 
-0.35 % 
-0.50 % 
-0.75 % 
-0.65 % 

 
Euro Area 

 
European 

Central Bank 

 
Deposit facility 

rate 

June 11, 2014 
September 10, 2014 
December 9, 2015 

March 16, 2016 

-0.10 % 
-0.20 % 
-0.30 % 
-0.40 % 

 
 

Sweden 

 
Sveriges 
Riksbank 

 
 

Deposit rate 

July 9, 2014 
February 18, 2015 

March 25, 2015 
July 8, 2015 

February 17, 2016 

-0.50 % 
-0.85 % 
-1.00 % 
-1.10 % 
-1.25 % 

 
Hungary 

 
Magyar Nemzeti 

Bank 

 
Deposit rate 

March 23, 2016 
 

September 20, 2017 

-0.05 % 
 

-0.15% 

 
Bulgaria 

 
Bulgarian 

National Bank 

 
Deposit rate 

January 4, 2016 
 

March 16, 2016 

-0.30 % 
 

-0.40 % 

Source: Central banks 
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Table C - The number of banks per country in our sample 

 
Country 

 
# of banks 

 
Central bank 

Austria 42 European Central Bank (ECB) 

Belgium 20 ECB 

Bulgaria 20 Bulgarian National Bank 

Croatia 27 Hrvatska Narodna Banka 

Cyprus 25 ECB 

Czech Republic 26 Czech National Bank 

Denmark 60 Danmarks NationalBank 

Estonia 8 ECB 

Finland 43 ECB 

France 265 ECB 

Germany 916 ECB 

Greece 10 ECB 

Hungary 15 Magyar Nemzeti Bank 

Ireland 13 ECB 

Italy 391 ECB 

Latvia 11 ECB 

Lithuania 6 ECB 

Luxembourg 24 ECB 

Malta 10 ECB 

Netherlands 33 ECB 

Poland 29 Narodowy Bank Polski 

Portugal 80 ECB 

Romania 23 Banca National A Romaniei 

Slovakia 14 ECB 

Slovenia 12 ECB 

Spain 65 ECB 

Sweden 89 Sveriges Riksbank 

United Kingdom 165 Bank of England 

Total 2442  
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Notes: The sample comprises annual data of 2442 European banks operating in 28 countries from European 

Union over the period 2011–2017. The estimations are based on OLS estimator and the Arellano and Bond (1991) 

System GMM estimator (or two-step dynamic panel estimation). The t-statistics based on Windmeijer (2005) 

correction of variance is reported in parentheses. ***, ** and * are statistical significances at 0.01, 0.05 and 0.10 

level, respectively. AR (1) and AR (2) are the test for first and second-order autocorrelation and Hansen is the p-

value of the Hansen test for over-identifying restrictions. The command “collapse” is used to limit the number of 

instruments. Table A gives the definitions of the variables. 

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.122*** 0.429*** 0.420*** -0.026* -0.07 -0.945 -0.137*** -0.136 1.696*

[0.03] [0.13] [0.16] [0.01] [0.20] [0.71] [0.06] [0.21] [0.88]

DNIRP -2.097*** 0.582*** 0.033 0.279 0.061 0.348

[0.60] [0.22] [0.14] [0.26] [0.53] [0.39]

i * DNIRP 0.603***  2.508*** -1.60*

[0.22] [1.06] [0.94]

Zt-1 0.958*** 0.705*** 0.172 0.828*** 0.655*** 0.163 0.942*** 0.348 0.406*** 0.701*** 0.883*** 0.690***

[0.01] [0.18] [0.13] [0.11] [0.02] [0.28] [0.22] [0.23] [0.06] [0.25] [0.33] [0.17]

Liquidity -0.002*** 0 0.006 0 0.001*** 0.006 0.007 0.002 0.002** 0.003 0.022 0.226*

[0.00] [0.00] [0.01] [0.01] [0.00] [0.00] [0.00] [0.00] [0.00] [0.01] [0.03] [0.01]

Equity 0.002 0.007 0.101* -0.022 0.019*** 0.025 -0.02 -0.017 0.059*** -0.007 -0.086 -0.023

[0.00] [0.04] [0.05] [0.04] [0.00] [0.03] [0.02] [0.04] [0.00] [0.06] [0.10] [0.07]

Efficiency -0.001*** 0.001* 0.001 0.001** -0.003*** -0.109*** 0.003 0.001 -0.011*** 0.007 0.030** -0.001

[0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.01] [0.01] [0.01]

Size 0.002 -0.043 -0223** -0.236*** 0.007*** -0.027 -0.01 0.051 0.017** 0.116** -0.007 -0.04

[0.00] [0.03] [0.10] [0.07] [0.00] [0.02] [0.03] [0.04] [0.01] [0.05] [0.10] [0.06]

HHI 5.2E-06 6.3E-05 0.0002 -4E-05 2.1E-05 -4E-05 5E-05 3E-04*** -2E-05 2E-04** 3E-04* 7.6E-05

[0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00]

Inflation 0.011 -0.007 -0.096*** 0.052*** 0.027*** 0.032 -0.02 -0.001 0.043** -0.017 -0.103 0.032

[0.01] [0.01] [0.03] [0.02] [0.01] [0.02] [0.02] [0.02] [0.03] [0.04] [0.07] [0.03]

GDP 0.029*** 0.054*** -0.079 0.193*** 0.017*** 0.032 0.005 0.075* 0.001 -0.085** -0.026 -0.057

[0.01] [0.02] [0.05] [0.05] [0.01] [0.02] [0.02] [0.04] [0.02] [0.04] [0.07] [0.05]

Spread 0.015 0.002 -0.016 0.054** -0.016*** -0.019 0.027 -0.068* -0.064*** -0.043 0.069 -0.05

[0.01] [0.03] [0.04] [0.02] [0.00] [0.02] [0.02] [0.04] [0.03] [0.04] [0.07] [0.04]

Constant 0.064 0.790* 4.30*** 1.855*** 0.142*** 1.107* -0.127 0.059 0.332*** -1.399* -1.839 0.202

[0.1] [0.42] [1.70] [0.64] [0.03] [0.58] [0.63] [0.07] [0.16] [0.85] [2.05] [1.29]

Obs 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750

Banks 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442

Instr. 29 17 19 20 17 21 25 16 29

R² 0.17 0.02  0.03

AR(1) -2.87 -2.03 -3.12 -3.12 -4.26 -2.34  -2.86 -4.48 -3.30

AR(2) -0.14 -0.27 -0.01 1.01 1.64 1.42 0.77 0.43 0.76

Hansen 0.11 0.64 0.51 0.03 0.51 0.11 0.67 0.14 0.42

NIM PROBTA ROA

Table D - The effects of negative interest rate policy on European banks’ profitability



27 
 

 
      Notes: The sample comprises annual data of 2442 European banks operating in 28 countries from European 

Union over the period 2011–2017. The estimations are based on OLS estimator and the Arellano and Bond (1991) 

System GMM estimator (or two-step dynamic panel estimation). The t-statistics based on Windmeijer (2005) 

correction of variance is reported in parentheses. ***, ** and * are statistical significances at 0.01, 0.05 and 0.10 

level, respectively. AR (1) and AR (2) are the test for first and second-order autocorrelation and Hansen is the p-

value of the Hansen test for over-identifying restrictions. The command “collapse” is used to limit the number of 

instruments. Table A gives the definitions of the variables. 

 

 

 

 

 

 

 

 

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.302*** 2.358*** -1.733** 0.239*** 0.978*** -0.425 -0.209*** -0.746** 0.472**

[0.11] [0.77] [0.80] [0.02] [0.26] [1.89] [0.04] [0.37] [0.22]

DNIRP -2.833*** -3.213** -1.016* -0.716 0.663* 0.872***

[1.00] [1.34] [0.53] [0.47] [0.37] [0.31]

i * DNIRP 1.245* 1.879 -0.257

[0.74] [2.51] [0.23]

Zt-1 0.922*** 0.932*** 0.936*** 0.880*** 0.627*** 0.979*** 0.726*** -0.412 0.744*** 0.553*** 0.554*** 0.949***

[0.01] [0.07] [0.04] [0.04] [0.02] [0.18] [0.25] [0.52] [0.01] [0.07] [0.07] [0.13]

Liquidity 0.003 0 -0.040* -0.039 0.001 -0.017** -0.038* -0.024 -0.004*** -0.007 0.003 0.005

[0.00] [0.02] [0.02] [0.03] [0.00] [0.01] [0.02] [0.02] [0.00] [0.01] [0.01] [0.01]

Equity -0.044*** 0.081 -0.313*** -0.218** -0.002 0.01 0.02 -0.032 0.017*** 0.03 0.004 0.048**

[0.01] [0.13] [0.09] [0.10] [0.00] [0.03] [0.06] [0.08] [0.00] [0.05] [0.04] [0.02]

Efficiency -0.006*** -0.008 -0.004 -0.003 -0.003*** 0 0.007 0.019* -0.001** -0.005 0.002 0

[0.00] [0.02] [0.00] [0.00] [0.00] [0.00] [0.01] [0.01] [0.00] [0.01] [0.01] [0.00]

Size -0.108*** 0.011 0.081 0.348*** -0.013*** 0.035 -0.04 0.063 -0.004 -0.169** -0.205*** -0.005

[0.02] [0.18] [0.13] [0.13] [0.00] [0.04] [0.06] [0.10] [0.01] [0.07] [0.07] [0.04]

HHI 2E-04** 0.0003 0.001*** 0.001*** 1E-04*** 2E-04** 3.9E-04* 0.001** -2.E-04***-5E-04***-5E-04*** -0.0002

[0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00]

Inflation -0.237*** -142 -0.309*** -0.427*** -0.035*** 0.061* -0.02 -0.243*** 0.027 0.055* 0.084*** 0.052

[0.05] [0.13] [0.09] [0.10] [0.01] [0.03] [0.04] [0.09] [0.02] [0.03] [0.03] [0.03]

GDP -0.271*** -0.331*** -0.579*** -0.713*** -0.065*** -0.064** -0.116* -0.175 0.016 0.063* 0.131*** 0.074*

[0.05] [0.10] [0.15] [0.18] [0.01] [0.03] [0.06] [0.16] [0.02] [0.04] [0.05] [0.04]

Spread 0.229*** 0.064 0.075 0.119 0.037*** -0.079* 0.024 0.163** -0.061*** -0.044 -0.037 -0.007

[0.05] [0.13] [0.12] [0.12] [0.01] [0.04] [0.05] [0.07] [0.02] [0.05] [0.04] [0.04]

constant 2.100*** 0.827 5.790*** 3.211* 0.492*** 0.064 1.049 0.095 1.337*** 3.696*** 3.126** -0.945

[0.34] [3.06] [1.64] [1.74] [0.06] [0.60] [1.45] [1.88] [0.10] [1.20] [1.23] [1.00]

Obs. 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750

Banks 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442

Instr. 20 17 19 17 18 18 17 24 33

R² 0.14 0.04 0.02

AR(1) -4.69 -5.31 -5.37 -4.67 -3.43 -1.29 -6.79 -6.58 -5.78

AR(2) -1.67 -1.55 -1.33 -0.72 -0.67 -1.72 -1.46 -1.65 -0.97

Hansen 0.14 0.11 0.60 0.06 0.20 0.06 0.84 0.13 0.19

Table E - The effects of negative interest rate policy on European banks’ risk-taking

NPLs Provisions Z-score
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                                                  Notes: We assess the effects of bank profitability related to 

negative interest rates on risk-taking. Notes: The sample 

comprises annual data of 2442 European banks operating in 

28 countries from European Union over the period 2011–2017. 

The estimations are based on OLS estimator and the Arellano 

and Bond (1991) System GMM estimator (or two-step 

dynamic panel estimation). The t-statistics based on 

Windmeijer (2005) correction of variance is reported in 

parentheses. ***, ** and * are statistical significances at 0.01, 

0.05 and 0.10 level, respectively. AR (1) and AR (2) are the test 

for first and second-order autocorrelation and Hansen is the 

p-value of the Hansen test for over-identifying restrictions. 

The command “collapse” is used to limit the number of 

instruments. Table A gives the definitions of the variables. 

 

OLS S-GMM OLS S-GMM OLS S-GMM

 0.791*** 5.436** 0.559*** 0.749 -0.520*** -1.775**

[0.26] [2.41] [0.06] [1.11] [0.11] [0.88]

Riskt-1 0.921*** 0.799*** 0.632*** 0.413** 0.750*** 0.553***

[0.01] [0.08] [0.01] [0.19] [0.01] [0.07]

Liquidity 0 0.01 0 -0.012* -0.003*** -0.007

[0.00] [0.03] [0.00] [0.01] [0.00] [0.01]

Equity -0.034*** -0.117 0.008*** 0.004 0.004 0.03

[0.01] [0.17] [0.00] [0.05] [0.00] [0.05]

Efficiency -0.005*** 0.007 -0.001*** 0 0 -0.005

[0.00] [0.02] [0.00] [0.00] [0.00] [0.01]

Size -0.087*** 0.17 -0.002 -0.035 -0.008 -0.169**

[0.02] [0.23] [0.00] [0.03] [0.01] [0.07]

HHI 3E-04*** 0.001** 1E-04*** 2.4E-04*-2E-04***-0.001***

[0.00] [0.00] [0.00] [0.00] [0.00] [0.00]

Inflation -0.240*** -0.380*** -0.034*** -0.048 0.022 0.055*

[0.04] [0.13] [0.01] [0.03] [0.02] [0.03]

GDP -0.294*** -0.447*** -0.072*** -0.058 0.022 0.063*

[0.04] [0.14] [0.01] [0.04] [0.02] [0.04]

Spread 0.231*** 0.249* 0.040*** 0.075 -0.052*** -0.044

[0.04] [0.15] [0.01] [0.05] [0.02] [0.05]

constant 1.730*** 0.387 0.152*** 0.646 1.353*** 3.696***

[0.23] [3.19] [0.05] [0.83] [0.11] [1.20]

Obs. 4750 4750 4750 4750 4750 4750

Banks 2442 2442 2442 2442 2442 2442

Instr. 16 17 17

R² 0.15 0.03 0.02

AR(1) -5.08 -3.55 -6.79

AR(2) -1.27 -1.09 -1.46

  Hansen 0.83 0.84 0.84

Table F - The effects of bank profitability on risk-taking

NPLs Provisions Z-score

        
̂
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      Notes: The sample comprises annual data of 2442 European banks operating in 28 countries from European 

Union over the period 2011–2017. The estimations are based on OLS estimator and the Arellano and Bond (1991) 

System GMM estimator (or two-step dynamic panel estimation). The t-statistics based on Windmeijer (2005) 

correction of variance is reported in parentheses. ***, ** and * are statistical significances at 0.01, 0.05 and 0.10 

level, respectively. AR (1) and AR (2) are the test for first and second-order autocorrelation and Hansen is the p-

value of the Hansen test for over-identifying restrictions. The command “collapse” is used to limit the number of 

instruments. Table A gives the definitions of the variables. 

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.217*** 0.374** 0.156 -0.096*** 0.04 -0.408* -0.164 -0.731 -0.333

[0.07] [0.19] [0.30] [0.03] [0.17] [0.22] [0.11] [0.59] [0.71]

DNIRP -0.673* -0.093 -0.221 -0.238 0.615 0.393

[0.40] [0.63] [0.32] [0.45] [1.23] [1.62]

i * DNIRP -0.303 0.145 -0.164

[0.28] [0.21] [0.48]

Zt-1 0.972*** 0.882*** 0.939*** 0.908*** 0.629*** 0.556*** 0.648*** 0.590*** 0.517*** 0.742*** 0.766*** 0.746***

[0.03] [0.07] [0.05] [0.08] [0.03] [0.12] [0.11] [0.11] [0.11] [0.22] [0.20] [0.20]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 1890 1890 1890 1890 1890 1890 1890 1890 1890 1890 1890 1890

Banks 1234 1234 1234 1234 1234 1234 1234 1234 1234 1234 1234 1234

Instr. 29 17 21 17 23 21 17 17 21

R² 0.11 0.00 0.05

AR(1) -3.09 -3.11 -2.90 -4.69 -4.70 -4.83 -2.42 -2.82 -2.45

AR(2) 0.66 0.24 0.25 0.03 -0.11 0.67 0.24 0.05 0.18

Hansen 0.83 0.38 0.66 0.24 0.10 0.20 0.36 0.28 0.44

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.274 2.928 -2.026 0.299*** 0.964 -5.710** -0.159* 0.804 4.391

[0.19] [1.91] [1.64] [0.07] [1.05] [2.24] [0.08] [1.03] [2.94]

DNIRP -3.784 -1.685 0.117 -1.56 -0.728 1.486

[4.50] [4.64] [1.22] [1.08] [1.77] [1.56]

i * DNIRP 1.068 5.743*** -3.917*

[1.31] [2.14] [2.32]

Zt-1 0.946*** 0.881*** 0.758*** 0.774*** 0.589*** 0.387 0.629 0.737*** 0.712*** 0.693*** 0.723*** 0.545***

[0.01] [0.06] [0.06] [0.06] [0.03] [0.43] [0.40] [0.23] [0.02] [0.25] [0.21] [0.18]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 1890 1890 1890 1890 1890 1890 1890 1890 1890 1890 1890 1890

Banks 1234 1234 1234 1234 1234 1234 1234 1234 1234 1234 1234 1234

Instr. 20 17 19 17 17 28 17 23 29

R² 0.03 0.01 0.00

AR(1) -4.79 -5.04 -4.71 -1.83 -2.96 -3.04 -3.02 -3.15 -3.15

AR(2) -0.74 -1.11 -0.40 -0.36 0.14 -0.12 -0.45 -0.41 -0.95

Hansen 0.09 0.53 0.30 0.91 0.19 0.12 0.12 0.06 0.05

NPLs Provisions Z-score

Table G - The effects of negative rates on small banks

Bank profitability  measures

NIM PROBTA ROA

Bank risk-taking  measures
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Notes: The sample comprises annual data of 2442 European banks operating in 28 countries from European 

Union over the period 2011–2017. The estimations are based on OLS estimator and the Arellano and Bond (1991) 

System GMM estimator (or two-step dynamic panel estimation). The t-statistics based on Windmeijer (2005) 

correction of variance is reported in parentheses. ***, ** and * are statistical significances at 0.01, 0.05 and 0.10 

level, respectively. AR (1) and AR (2) are the test for first and second-order autocorrelation and Hansen is the p-

value of the Hansen test for over-identifying restrictions. The command “collapse” is used to limit the number of 

instruments. Table A gives the definitions of the variables. 

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.103** 0.917*** -0.08 -0.003 -0.278 0.831** -0.086 -1.435** 0.902

[0.05] [0.24] [0.75] [0.02] [0.19] [0.33] [0.08] [0.70] [0.96]

DNIRP -0.880** -0.212 0.003 0.448** -0.101 -0.023

[0.37] [0.38] [0.10] [0.17] [0.25] [0.36]

i * DNIRP 0.72 -0.547 -0.996

[0.68] [0.34] [0.97]

Zt-1 0.946*** 0.497*** 0.479*** 0.518*** 0.624*** 0.651** 0.671*** 0.877*** 0.346*** 0.379** 0.392*** 0.769***

[0.01] [0.10] [0.14] [0.11] [0.02] [0.32] [0.15] [0.23] [0.05] [0.16] [0.09] [0.26]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 2753 2753 2753 2753 2753 2753 2753 2753 2753 2753 2753 2753

Banks 1196 1196 1196 1196 1196 1196 1196 1196 1196 1196 1196 1196

Instr. 23 17 21 15 15 21 17 30 30

R² 0.20 0.03 0.03

AR(1) -2.60 -2.35 -2.68 -4.04 -4.98 -4.78 -2.51 -2.32 -2.52

AR(2) 0.03 -0.22 -0.04 1.70 1.62 1.57 -0.97 -0.37 0.54

Hansen 0.95 0.62 0.74 0.35 0.42 0.17 0.90 0.14 0.09

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.23 1.005 -1.775 0.168*** 0.566*** -0.283 -0.200*** -0.503 0.175

[0.15] [1.94] [3.58] [0.03] [0.21] [1.40] [0.06] [0.40] [0.19]

DNIRP -0.167 -6.054* -0.248* 0.043 0.648*** 0.918***

[0.45] [3.28] [0.15] [0.36] [0.25] [0.28]

i * DNIRP -6.865 0.33 0.233

[6.45] [1.44] [0.24]

Zt-1 0.911*** 0.653*** 0.918*** 0.868*** 0.677*** 0.66 0.939*** 0.386** 0.761*** 0.617*** 0.787*** 0.636***

[0.01] [0.20] [0.06] [0.15] [0.02] [0.41] [0.20] [0.19] [0.01] [0.09] [0.04] [0.15]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 2753 2753 2753 2753 2753 2753 2753 2753 2753 2753 2753 2753

Banks 1196 1196 1196 1196 1196 1196 1196 1196 1196 1196 1196 1196

Instr. 15 26 22 20 24 20 23 30 34

R² 0.21 0.05 0.04

AR(1) -3.54 -3.40 -3.38 -1.96 -3.17 -2.29 -5.55 -9.09 -3.78

AR(2) -0.65 -1.24 -0.14 -0.43 -0.22 -0.62 -1.37 -0.87 -0.98

Hansen 0.86 0.24 0.64 0.43 0.19 0.17 0.09 0.21 0.19

NPLs Provisions Z-score

Table H - The effects of negative rates on large banks

Bank profitability  measures

NIM PROBTA ROA

Bank risk-taking  measures
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Notes: Notes: The sample comprises annual data of 2442 European banks operating in 28 countries from 

European Union over the period 2011–2017. The estimations are based on OLS estimator and the Arellano and 

Bond (1991) System GMM estimator (or two-step dynamic panel estimation). The t-statistics based on Windmeijer 

(2005) correction of variance is reported in parentheses. ***, ** and * are statistical significances at 0.01, 0.05 and 

0.10 level, respectively. AR (1) and AR (2) are the test for first and second-order autocorrelation and Hansen is the 

p-value of the Hansen test for over-identifying restrictions. The command “collapse” is used to limit the number 

of instruments. Table A gives the definitions of the variables. 

  

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.095* 0.467*** -0.836*** 0.004 0.086 -0.141 0.047 -0.174 2.638

[0.06] [0.15] [0.31] [0.02] [0.27] [0.18] [0.07] [0.49] [2.44]

DNIRP -0.184 -0.747*** -0.842*** -0.570** -1.491 0.715

[0.33] [0.28] [0.26] [0.25] [0.97] [1.15]

i * DNIRP 0.778** -0.004 -3.349

[0.31] [0.19] [2.67]

Zt-1 0.974*** 0.863*** 0.965*** 0.960*** 0.639*** 0.818*** 0.523*** 0.926*** 0.405*** 0.551** 0.521* 0.743**

[0.01] [0.06] [0.07] [0.06] [0.03] [0.21] [0.13] [0.11] [0.09] [0.28] [0.30] [0.33]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 2499 2499 2499 2499 2499 2499 2499 2499 2499 2499 2499 2499

Banks 1470 1470 1470 1470 1470 1470 1470 1470 1470 1470 1470 1470

Instr. 25 24 21 20 17 19 23 17 30

R² 0.07 0.01 0.01

AR(1) -3.90 -3.82 -4.12 -3.47 -4.71 -4.17 -2.15 -1.84 -1.90

AR(2) 0.38 -0.27 -0.69 1.81 2.10 2.12 0.07 0.11 0.42

Hansen 0.16 0.22 0.30 0.27 0.25 0.44 0.61 0.50 0.45

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.251 1.806* 4.802 0.288*** 1.271*** -0.558 -0.184*** 0.509 0.401

[0.16] [0.97] [3.82] [0.04] [0.38] [1.06] [0.07] [0.35] [0.78]

DNIRP 1.778 3.201 -1.077* 0.015 0.995 0.681

[2.01] [2.08] [0.63] [0.59] [0.65] [0.66]

i * DNIRP -1.661 1.781* 0.674

[4.03] [1.04] [0.79]

Zt-1 0.935*** 0.963*** 0.884*** 0.879*** 0.636*** 0.677** 0.676** 0.528*** 0.744*** 0.711*** 0.353*** 0.690***

[0.01] [0.02] [0.09] [0.05] [0.02] [0.28] [0.30] [0.13] [0.02] [0.06] [0.11] [0.06]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 2499 2499 2499 2499 2499 2499 2499 2499 2499 2499 2499 2499

Banks 1470 1470 1470 1470 1470 1470 1470 1470 1470 1470 1470 1470

Instr. 23 21 27 20 17 19 17 24 21

R² 0.21 0.02 0.01

AR(1) -2.76 -2.41 -2.61 -3.14 -1.71 -3.65 -6.12 -2.76 -5.92

AR(2) 0.31 0.12 0.11 0.87 0.73 1.38 -2.15 -2.41 -2.06

Hansen 0.13 0.15 0.31 0.17 0.49 0.30 0.60 0.80 0.44

NPLs Provisions Z-score

Table I - The effects of negative rates on banks with low liquidity

Bank profitability  measures

NIM PROBTA ROA

Bank risk-taking  measures
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Notes: The sample comprises annual data of 2442 European banks operating in 28 countries from European 

Union over the period 2011–2017. The estimations are based on OLS estimator and the Arellano and Bond (1991) 

System GMM estimator (or two-step dynamic panel estimation). The t-statistics based on Windmeijer (2005) 

correction of variance is reported in parentheses. ***, ** and * are statistical significances at 0.01, 0.05 and 0.10 

level, respectively. AR (1) and AR (2) are the test for first and second-order autocorrelation and Hansen is the p-

value of the Hansen test for over-identifying restrictions. The command “collapse” is used to limit the number of 

instruments. Table A gives the definitions of the variables. 

 

 

  

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.140*** 0.371*** 0.183 -0.058* -0.06 0.602* -0.252*** 0.224 0.726

[0.05] [0.10] [0.18] [0.03] [0.35] [0.32] [0.09] [0.65] [1.01]

DNIRP -0.233 0.087 0.267* 0.21 0.436 0.449

[0.18] [0.20] [0.14] [0.20] [0.32] [0.36]

i * DNIRP 0.076 -0.614** -0.282

[0.19] [0.30] [0.96]

Zt-1 0.896*** 0.684*** 0.868*** 0.887*** 0.576*** 0.793*** 0.373*** 0.533*** 0.362*** 0.425** 0.335** 0.431***

[0.03] [0.11] [0.11] [0.09] [0.03] [0.25] [0.08] [0.18] [0.09] [0.18] [0.13] [0.14]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 1742 1742 1742 1742 1742 1742 1742 1742 1742 1742 1742 1742

Banks 897 897 897 897 897 897 897 897 897 897 897 897

Instr. 25 29 29 17 30 29 23 23 29

R² 0.18 0.02 0.02

AR(1) -2.03 -1.98 -2.03 -3.47 -4.62 -3.87 -1.80 -1.97 -2.02

AR(2) 0.53 0.42 0.69 1.13 0.78 1.41 1.46 1.40 1.65

Hansen 0.15 0.39 0.10 0.10 0.15 0.20 0.59 0.95 0.14

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.413* 1.093* -1.878* 0.220*** 0.13 -0.066 -0.197*** 0.07 0.677

[0.23] [0.63] [1.14] [0.05] [0.16] [0.24] [0.06] [0.19] [0.63]

DNIRP -2.206** -2.303 0.104 -0.315 0.741** 0.907**

[0.99] [1.64] [0.50] [0.32] [0.33] [0.46]

i * DNIRP 2.059* 0.122 -0.216

[1.10] [0.21] [0.56]

Zt-1 0.862*** 0.844*** 0.793*** 0.853*** 0.573*** 0.601*** 0.916** 0.507*** 0.724*** 0.833*** 0.587*** 0.566***

[0.02] [0.10] [0.06] [0.12] [0.03] [0.21] [0.42] [0.10] [0.02] [0.05] [0.10] [0.10]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 1742 1742 1742 1742 1742 1742 1742 1742 1742 1742 1742 1742

Banks 897 897 897 897 897 897 897 897 897 897 897 897

Instr. 25 24 19 25 17 21 29 17 29

R² 0.10 0.05 0.02

AR(1) -3.40 -3.88 -3.20 -2.44 -2.15 -4.66 -7.23 -4.33 -4.08

AR(2) -3.37 -3.27 -3.46 -0.59 -0.31 -0.88 -1.42 -1.47 -1.35

Hansen 0.35 0.10 0.65 0.17 0.26 0.11 0.11 0.16 0.11

NPLs Provisions Z-score

Table J - The effects of negative rates on banks with high liquidity

Bank profitability  measures

NIM PROBTA ROA

Bank risk-taking  measures
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Notes: The sample comprises annual data of 2442 European banks operating in 28 countries from European 

Union over the period 2011–2017. The estimations are based on OLS estimator and the Arellano and Bond (1991) 

System GMM estimator (or two-step dynamic panel estimation). The t-statistics based on Windmeijer (2005) 

correction of variance is reported in parentheses. ***, ** and * are statistical significances at 0.01, 0.05 and 0.10 

level, respectively. AR (1) and AR (2) are the test for first and second-order autocorrelation and Hansen is the p-

value of the Hansen test for over-identifying restrictions. The command “collapse” is used to limit the number of 

instruments. Table A gives the definitions of the variables. 

  

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.133*** 0.327*** 0.440*** -0.148*** -0.123 2.835** -0.029* -0.061 0.719*

[0.03] [0.09] [0.14] [0.06] [0.20] [1.25] [0.02] [0.21] [0.37]

DNIRP -2.097*** 0.615*** 0.061 0.715 -0.068 0.157

[0.60] [0.23] [0.53] [0.49] [0.13] [0.18]

i * DNIRP 0.608*** -2.735** -0.640*

[0.23] [1.25] [0.35]

Zt-1 0.958*** 0.995*** 0.172 0.836*** 0.406*** 0.698*** 0.883*** 1.295*** 0.655*** 0.148 0.136* 1.015***

[0.01] [0.11] [0.13] [0.10] [0.01] [0.25] [0.33] [0.39] [0.01] [0.27] [0.26] [0.23]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750

Banks 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442

Instr. 25 17 19 25 16 26 20 15 19

R² 0.17 0.03 0.02

AR(1) -2.95 -2.03 -3.12 -2.86 -4.68 -3.22 -3.02 -4.16 -5.83

AR(2) -0.24 -0.27 0.02 0.77 0.43 0.63 0.97 1.75 1.55

Hansen 0.14 0.64 0.59 0.68 0.41 0.55 0.03 0.33 0.12

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.305*** 2.781** -1.771** 0.239*** 1.202*** -0.449 -0.211*** -0.862** 0.462**

[0.11] [1.24] [0.79] [0.02] [0.24] [2.01] [0.04] [0.44] [0.22]

DNIRP -2.833*** -3.287** -1.016* -0.716 0.663* 0.838***

[1.00] [1.35] [0.53] [0.47] [0.37] [0.29]

i * DNIRP 1.280* 1.903 -0.256

[0.73] [2.62] [0.23]

Zt-1 0.923*** 0.802*** 0.936*** 0.881*** 0.627*** 0.810*** 0.726*** -0.411 0.744*** 0.555*** 0.554*** 0.964***

[0.01] [0.08] [0.04] [0.04] [0.01] [0.28] [0.25] [0.52] [0.01] [0.07] [0.07] [0.13]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750

Banks 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442

Instr. 16 17 19 20 18 18 17 24 33

R² 0.14 0.04 0.02

AR(1) -4.95 -5.31 -5.41 -3.33 -3.43 -1.31 -6.79 -6.58 -5.91

AR(2) -1.46 -1.55 -1.21 -1.14 -0.67 -1.69 -1.45 -1.65 -0.96

Hansen 0.82 0.11 0.36 0.15 0.20 0.06 0.84 0.13 0.24

Bank risk-taking  measures

NPLs Provisions Z-score

Table K - The effects of negative interest rate policy on European banks (last observation of i )

Bank profitability  measures

NIM PROBTA ROA
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Notes: The sample comprises annual data of 2442 European banks operating in 28 countries from European 

Union over the period 2011–2017. The estimations are based on OLS estimator and the Arellano and Bond (1991) 

System GMM estimator (or two-step dynamic panel estimation). The t-statistics based on Windmeijer (2005) 

correction of variance is reported in parentheses. ***, ** and * are statistical significances at 0.01, 0.05 and 0.10 

level, respectively. AR (1) and AR (2) are the test for first and second-order autocorrelation and Hansen is the p-

value of the Hansen test for over-identifying restrictions. The command “collapse” is used to limit the number of 

instruments. Table A gives the definitions of the variables. 

  

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.142*** 0.458*** -0.604 -0.059** -0.283 0.834** -0.201*** -0.205 1.692*

[0.04] [0.13] [0.45] [0.03] [0.23] [0.38] [0.07] [0.24] [0.94]

DNIRP -2.579*** -0.603*** 0.053 0.309 0.196 0.416

[0.70] [0.20] [0.18] [0.23] [0.64] [0.43]

i * DNIRP 0.675 -0.687* -1.521

[0.43] [0.37] [1.00]

Zt-1 0.948*** 0.694*** 0.089 0.755*** 0.497*** 0.693*** 0.830*** 0.984*** 0.284*** 0.583** 0.922*** 0.759***

[0.01] [0.15] [0.11] [0.12] [0.02] [0.22] [0.22] [0.18] [0.06] [0.24] [0.35] [0.19]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 3286 3286 3286 3286 3286 3286 3286 3286 3286 3286 3286 3286

Banks 1313 1313 1313 1313 1313 1313 1313 1313 1313 1313 1313 1313

Instr. 29 17 19 17 17 21 25 16 29

R² 0.17 0.05 0.06

AR(1) -2.81 -1.98 -3.03 -5.66 -4.00 -5.47 -2.70 -5.11 -3.02

AR(2) -0.14 -0.27 -0.25 1.49 1.41 1.17 0.66 0.36 0.77

Hansen 0.25 0.88 0.12 0.54 0.59 0.33 0.59 0.12 0.42

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.524*** 3.747*** -1.825 0.298*** 1.193*** -1.506 -0.205*** -0.672* 0.317

[0.17] [0.94] [1.15] [0.03] [0.31] [2.37] [0.04] [0.41] [0.22]

DNIRP -1.955* -3.174* -1.319** 0.123 0.329 0.607**

[1.18] [1.86] [0.55] [0.38] [0.36] [0.31]

i * DNIRP 1.398 3.011 -0.155

[0.91] [3.33] [0.23]

Zt-1 0.883*** 0.876*** 0.976*** 0.860*** 0.566*** 0.791*** 0.640*** 0.254 0.629*** 0.548*** 0.512*** 0.957***

[0.01] [0.06] [0.06] [0.04] [0.02] [0.15] [0.23] [0.20] [0.02] [0.08] [0.08] [0.18]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 3286 3286 3286 3286 3286 3286 3286 3286 3286 3286 3286 3286

Banks 1313 1313 1313 1313 1313 1313 1313 1313 1313 1313 1313 1313

Instr. 20 17 19 17 18 20 17 24 33

R² 0.17 0.04 0.02

AR(1) -4.66 -1.62 -5.18 -4.53 -3.50 -1.87 -6.15 -5.82 -4.68

AR(2) -1.79 -0.81 -1.75 -0.29 0.02 -0.32 -1.44 -1.48 -1.06

Hansen 0.23 0.11 0.23 0.17 0.05 0.03 0.81 0.20 0.11

NPLs Provisions Z-score

Table L - The effects of the negative interest rate policy on European Union banks (without Germany)

Bank profitability  measures

NIM PROBTA ROA

Bank risk-taking  measures
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Notes: The sample comprises annual data of 2442 European banks operating in 28 countries from European 

Union over the period 2011–2017. The estimations are based on OLS estimator and the Arellano and Bond (1991) 

System GMM estimator (or two-step dynamic panel estimation). The t-statistics based on Windmeijer (2005) 

correction of variance is reported in parentheses. ***, ** and * are statistical significances at 0.01, 0.05 and 0.10 

level, respectively. AR (1) and AR (2) are the test for first and second-order autocorrelation and Hansen is the p-

value of the Hansen test for over-identifying restrictions. The command “collapse” is used to limit the number of 

instruments. Table A gives the definitions of the variables. 

  

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.092*** 0.329*** 0.637** -0.024* -0.12 0.072 -0.178*** -0.192 2.245

[0.03] [0.09] [0.25] [0.01] [0.18] [0.19] [0.05] [0.22] [1.46]

DNIRP -2.780** 1.264** 0.009 0.526 -0.234 1.181

[1.15] [0.51] [0.34] [0.46] [0.48] [1.07]

i * DNIRP 0.298 0.480** -2.03

[0.23] [0.24] [1.41]

Zt-1 0.962*** 0.928*** 0.173 0.946*** 0.646*** 0.882*** 0.984*** 0.602** 0.363*** 0.917*** 0.828*** 0.558***

[0.00] [0.11] [0.14] [0.09] [0.01] [0.23] [0.27] [0.25] [0.01] [0.21] [0.15] [0.14]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 4433 4433 4433 4433 4433 4433 4433 4433 4433 4433 4433 4433

Banks 2308 2308 2308 2308 2308 2308 2308 2308 2308 2308 2308 2308

Instr. 25 17 19 15 15 19 25 26 29

R² 0.16 0.02 0.08

AR(1) -2.69 -1.88 -2.80 -5.76 -3.78 -3.46 -3.03 -3.24 -3.30

AR(2) -0.73 -0.90 -0.45 2.46 1.55 1.40 0.14 0.22 0.21

Hansen 0.39 0.55 0.14 0.12 0.25 0.10 0.99 0.54 0.13

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.177 2.705*** -2.818** 0.226*** 0.944*** -2.683 -0.151*** -0.897** 0.566**

[0.11] [0.74] [1.22] [0.03] [0.25] [2.96] [0.05] [0.41] [0.26]

DNIRP -4.319*** -5.416** -1.765* -2.429 1.496** 0.997***

[1.56] [2.32] [1.04] [1.67] [0.62] [0.37]

i * DNIRP 1.793** 5.138 -0.352

[0.88] [4.59] [0.27]

Zt-1 0.937*** 0.915*** 0.974*** 0.853*** 0.622*** 0.802*** 0.567*** 0.037 0.744*** 0.572*** 0.570*** 0.940***

[0.01] [0.06] [0.03] [0.04] [0.01] [0.14] [0.19] [0.48] [0.01] [0.08] [0.08] [0.13]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 4433 4433 4433 4433 4433 4433 4433 4433 4433 4433 4433 4433

Banks 2308 2308 2308 2308 2308 2308 2308 2308 2308 2308 2308 2308

Instr. 20 24 19 23 18 18 17 24 33

R² 0.14 0.04 0.02

AR(1) -4.34 -3.64 -5.14 -5.15 -4.34 -1.47 -6.99 -6.34 -5.95

AR(2) -1.56 -0.91 -0.59 -0.91 -0.80 -1.73 -0.76 -1.47 -0.85

Hansen 0.25 0.11 0.56 0.03 0.23 0.40 0.91 0.21 0.18

NPLs Provisions Z-score

Table M - The effects of the negative interest rate policy on European Union banks (without the UK)

Bank risk-taking  measures

Bank profitability  measures

NIM PROBTA ROA
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Notes: The sample comprises annual data of 2442 European banks operating in 28 countries from European 

Union over the period 2011–2017. The estimations are based on OLS estimator and the Arellano and Bond (1991) 

System GMM estimator (or two-step dynamic panel estimation). The t-statistics based on Windmeijer (2005) 

correction of variance is reported in parentheses. ***, ** and * are statistical significances at 0.01, 0.05 and 0.10 

level, respectively. AR (1) and AR (2) are the test for first and second-order autocorrelation and Hansen is the p-

value of the Hansen test for over-identifying restrictions. The command “collapse” is used to limit the number of 

instruments. Table A gives the definitions of the variables. 

  

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i 0.126*** 0.454*** 1.879 -0.005 0.073 2.77 -0.088 -0.228 2.179

[0.03] [0.17] [1.64] [0.02] [0.08] [1.98] [0.06] [0.25] [2.70]

DNIRP -1.978* 0.693 0.717*** 1.175 0.443 1.11

[1.09] [1.02] [0.28] [1.11] [0.58] [1.68]

i * DNIRP -2.353 -3.143 -2.022

[1.42] [2.11] [2.64]

Zt-1 0.964*** 0.780*** 0.455** 0.899*** 0.649*** 0.863*** 1.074*** 1.114*** 0.363*** 0.791*** 0.781*** 0.533**

[0.00] [0.23] [0.19] [0.07] [0.01] [0.14] [0.13] [0.21] [0.01] [0.24] [0.19] [0.23]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 4216 4216 4216 4216 4216 4216 4216 4216 4216 4216 4216 4216

Banks 2224 2224 2224 2224 2224 2224 2224 2224 2224 2224 2224 2224

Instr. 29 17 21 15 15 29 25 26 29

R² 0.17 0.03 0.07

AR(1) -2.31 -2.63 -2.58 -5.27 -5.99 -4.38 -2.81 -3.12 -3.11

AR(2) -0.71 -1.10 -0.83 1.96 2.11 1.41 0.12 0.23 0.35

Hansen 0.21 0.29 0.07 0.54 0.38 0.14 0.99 0.76 0.48

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

i -0.124 2.250*** -1.656* 0.119*** -0.068 -0.149 -0.069 -0.125 7.510**

[0.13] [0.62] [0.84] [0.03] [0.53] [0.35] [0.06] [0.26] [3.68]

DNIRP -4.724* -2.270** -3.495 -0.815 1.26 4.548**

[2.47] [1.04] [4.90] [0.68] [0.93] [2.08]

i * DNIRP 2.058** -0.178 -7.231**

[0.90] [0.32] [3.60]

Zt-1 0.937*** 0.866*** 0.960*** 0.871*** 0.611*** 0.621*** 0.691*** -0.272 0.745*** 0.583*** 0.520*** 0.719**

[0.01] [0.06] [0.04] [0.03] [0.01] [0.21] [0.16] [0.28] [0.01] [0.07] [0.09] [0.32]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 4216 4216 4216 4216 4216 4216 4216 4216 4216 4216 4216 4216

Banks 2224 2224 2224 2224 2224 2224 2224 2224 2224 2224 2224 2224

Instr. 20 17 26 17 17 19 23 17 26

R² 0.14 0.06 0.02

AR(1) -4.43 -2.92 -4.59 -3.83 -4.60 -1.62 -6.60 -6.47 -2.53

AR(2) -1.25 -0.52 -1.05 -0.61 -0.63 -1.52 -1.58 -0.78 -0.79

Hansen 0.20 0.08 0.06 0.92 0.26 0.05 0.30 0.57 0.30

NPLs Provisions Z-score

NIM

Table N - The effects of negative interest rate policy on European banks (countries with NIRP)

PROBTA ROA

Bank profitability  measures

Bank risk-taking  measures
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         Notes: The sample comprises annual data of 2442 European banks operating in 28 countries from 

European Union over the period 2011–2017. The estimations are based on OLS estimator and the 

Arellano and Bond (1991) System GMM estimator (or two-step dynamic panel estimation). The t-

statistics based on Windmeijer (2005) correction of variance is reported in parentheses. ***, ** and * 

are statistical significances at 0.01, 0.05 and 0.10 level, respectively. AR (1) and AR (2) are the test 

for first and second-order autocorrelation and Hansen is the p-value of the Hansen test for over-

identifying restrictions. The command “collapse” is used to limit the number of instruments. Table 

A gives the definitions of the variables. 

 

  

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

inter 0.049** 0.376*** 0.154 -0.001 -0.063 0.122 -0.123*** -0.119 0.22

[0.02] [0.08] [0.11] [0.01] [0.08] [0.25] [0.04] [0.13] [0.14]

Dinter -0.04 -0.016 -0.108 0.096 -0.08 -0.037

[0.11] [0.04] [0.11] [0.22] [0.05] [0.07]

inter * Dinter 0.282** 0.597 -0.445**

[0.13] [0.97] [0.22]

Zt-1 0.959*** 0.758*** 0.871*** 0.666*** 0.656*** 1.268*** 0.882* 0.866** 0.410*** 0.737*** 0.798*** 0.723***

[0.00] [0.15] [0.08] [0.14] [0.01] [0.24] [0.47] [0.46] [0.01] [0.21] [0.30] [0.19]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750

Banks 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442

Instr. 15 18 19 15 16 19 26 15 32

R² 0.17 0.02 0.02

AR(1) -2.50 -3.10 -2.69 -4.68 -2.47 -2.68 -3.11 -2.41 -3.16

AR(2) -0.05 -0.15 -0.05 1.83 1.35 1.55 0.91 0.43 1.12

Hansen 0.58 0.69 0.51 0.85 0.23 0.09 0.30 0.58 0.10

OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM OLS S-GMM S-GMM S-GMM

inter 0.373*** -0.84 0.364 0.225*** -0.094** 0.029 -0.200*** -0.694* -0.266**

[0.09] [0.60] [0.27] [0.02] [0.05] [0.16] [0.04] [0.36] [0.11]

Dinter -0.57 0.302* -0.450*** 0.203 0.356* -0.086

[0.35] [0.16] [0.14] [0.18] [0.21] [0.07]

inter * Dinter 0.732 1.162 0.156

[0.54] [0.86] [0.28]

Zt-1 0.922*** 0.745*** 0.991*** 0.870*** 0.626*** 1.249*** 1.448*** 0.573*** 0.741*** 0.436*** 0.189 0.971***

[0.01] [0.13] [0.04] [0.05] [0.01] [0.15] [0.27] [0.20] [0.01] [0.10] [0.26] [0.09]

Xi,k,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Yk,t Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Obs. 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750 4750

Banks 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442 2442

Instr. 16 23 19 20 24 20 17 17 19

R² 0.14 0.04 0.02

AR(1) -4.36 -4.31 -5.12 -6.26 -4.39 -4.07 -2.50 -0.91 -7.12

AR(2) -0.90 -1.44 -1.21 1.90 0.08 -0.48 0.23 -2.09 -1.33

Hansen 0.81 0.23 0.25 0.49 0.17 0.90 0.46 0.12 0.18

Bank risk-taking  measures

Provisions Z-scoreNPLs

Table O - The effects of interbank rate on European banks

NIM PROBTA ROA

Bank profitability  measures
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